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Summary 
We propose a technology transfer and capacity building effort that connects front line research and scientific networks with the development and implementation of badly needed services and data within the Chilean State apparatus, specifically, the Chilean Weather Service. Technology aspects refer to increase computer power for both the Chilean Weather Service and researchers in academia by means of the implementation of parallel and distributed computing performed on clusters for weather and climate applications, and the interconnection by high speed networks of available resources (clusters), both in Chile and between Chile and foreign excellence centers. Capacity building refers to training activities, ranging from short term stays of professional staff to doctoral theses in atmospheric science, oceanography, applied mathematics, computer science, etc., all of them linked to one of the two applications to be developed. One application is the production of high-resolution (spatial and temporal) climate scenarios, i.e., data which are crucial for risk assessment, vulnerability and adaptation studies, etc. The other application is the implementation of a new service, namely operational numerical chemical weather (air quality) forecast at the Chilean Weather Service. Such tools and data are required for environmental management and risk assessments of human, ecological and agricultural impacts. The project will be developed along three years (36 months). The results and products will be provisionally delivered after the first half, and the final products should be operative a tested by the end of the project. 
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Resumen

Proponemos la realización de un esfuerzo de transferencia tecnológica y de capacitación y formación de recursos humanos que conecta investigación de frontera y redes de excelencia con el desarrollo e implementación de servicios y datos latamente requeridos por el Estado de Chile, específicamente, la Dirección Meteorológica de Chile. Los aspectos tecnológicos se refieren a aumentar el poder de cálculo tanto para la Dirección Meteorológica de Chile como para los investigadores en instituciones académicas a través de la implementación de computación paralela y distribuida en clusters para aplicaciones de tiempo y clima, y la interconexión a través de redes rápidas de los recursos disponibles (clusters), en Chile como entre Chile y centros de excelencia en el extranjero. La capacitación y formación de recursos humanos se refiere a actividades de entrenamiento que van desde estadías cortas de profesionales hasta tesis doctorales en ciencias atmosféricas, oceanografía, matemáticas aplicadas, ciencias de la computación, etc., todas ellas ligadas a una de las dos aplicaciones a ser desarrolladas. Una aplicación es la producción de escenarios de alta resolución (espacial y temporal), es decir, datos que son cruciales para la evaluación y el estudio de riesgos, vulnerabilidad y adaptación, etc.. La otra aplicación es la implementación de un nuevo servicio, esto es, pronóstico numérico y operacional del tiempo químico (calidad del aire) en la Dirección Meteorológica de Chile. Estos datos y herramientas son requeridos en la gestión ambiental y la evaluación de riesgos asociados a impactos sobre las personas, el ecosistema y la agricultura. El proyecto se llevará a cabo en tres años (36 meses). Los resultados y productos serán provisionalmente entregados tras la primera mitad del transcurso del proyecto y los productos finales debieran estar probados y operativos al final del proyecto. 
Palabras clave: Redes, mallas, clusters, clima, pronóstico del tiempo químico, capacitación y formación de recursos.
1 Background and rationale

“Science is not longer (if it ever was) an individual enterprise. Computer resources can neither be isolated nor funded by individual sources”. These statements are particularly evident when dealing with weather and climate modeling, where an intensive and always growing amount of computer resources are used. Therefore, worldwide large efforts are oriented towards networking, communication, and sharing technologies, especially grid and parallel computing (See Table 1). These efforts are large in terms of resources (human and monetary), institutions, countries, and regions involved.  This obeys not only to cost/benefit considerations but also to the essence of the climate system that is an extraordinarily complex system in which all sub-systems: atmosphere, biosphere, cryosphere, hydrosphere, lithosphere, and none the least anthroposphere interact. Altogether, these considerations and characteristics have lead to new technological and scientific paradigms. The new approaches and scientific paradigms are multiple and diverse but the ones that have been adopted so far are parallel/grid computing and Earth System Modeling. 

Table 1. Examples of contemporary science and technology projects oriented towards grid/parallel computing. Notice that in all of them, Earth System Modeling or Weather Forecast is a major application.

	Project Name 
	Region of the world
	Link

	EGEE: Enabling Grids for E-Science in Europe
	Europe
	http://egee-intranet.web.cern.ch/egee-intranet/gateway.html 

	E-Infracstructures
	Europe
	http://www.einfrastructures.org/ 

	DEISA: Distributed European Infrastructure for Supercomputing Applications 
	Europe
	http://www.deisa.org/ 

	PRAGMA: Pacific Rim Application and Grid Middleware Assembly
	North America and Asia Pacific
	http://pragma.ucsd.edu/ 

	IPG: Information Power Grid 
	North America
	http://www.ipg.nasa.gov/

	ES: The Earth Simulator 
	Japan
	http://www.es.jamstec.go.jp/


Weather forecast and climate systems consist of complex mathematical models. The simulation and numerical study of such systems requires of an exceptional amount of computational resources available on supercomputers or massive parallel architectures. Supercomputer systems have evolved from isolated, dedicated, specialized architecture devices (Cray T3D, Connection Machine CM5) to ensembles of connected, multipurpose architecture devices: clusters and grid computing.

Atmospheric and climate models in general have evolved from isolated, decoupled, over-simplified codes to modular, coupled, complex codes. These developments have been further enhanced by the extraordinary growth in observational capabilities of the climate system and hence by the extraordinary growth in data amounts and data analyses requirements. Figure 1 illustrates the developments at discussion, i.e., the evolution in climate modeling and computer resources.

Over the last 10 to 15 years, Chile has faced an unprecedented economical growth and development. On the one hand, this has lead to fast technological advances in telecommunications and, at large, in information technology. On the other hand, the answers and actions required to make this development environmentally sustainable have become more complex and demanding. In particular, sophisticated environmental systems for weather and climate prediction, including biogeochemical aspects, are needed and requested from policy makers, industry, citizens, etc.. These systems are required to address key-issues such as future availability of water resources for human consumption and energy production, air pollution potential and health risks in growing urban centers, etc..
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	Figure 1. Evolution in Earth System Modeling and computer power. Source: Presentation by Dr. Guy Brasseur at Iberian NCs Seminar, Evora, Spain, April 2004 (http://www.igbp.kva.se/cgi-bin/php/article.show.php?section_id=65)


The primary functions of the Chilean Weather Service (Dirección Meteorológica de Chile, DMC) have been to provide weather and seasonal climate forecasts, performing quality control and archiving meteorological data, as well as the provision of basic processed data for publication and for satisfying requirements of different users. To accomplish these functions, the DMC has several permanent programs which are funded by the State. The development of a new and sophisticated computing system as the one proposed here requires the synergy of the scientific capacity, mainly coming from the academia, and the institutional infrastructure of a State organization that ensures the functioning of the system over time. In this sense, the DMC appears to be the primary State Institution expected to provide, use and maintain such systems. However, available human resources are at the moment insufficient to live up to the expectations associated with development, implementation and functioning of the new systems and products. Moreover, informatic resources although increasingly available are typically utilized in a sub-efficient manner and are difficult to maintain up-dated. Also the Chilean scientific community working on climate and weather, in order to be competitive and participative in nowadays globalized science requires of a strengthening of its human capabilities, and of a far more efficient use of computer and communication resources. Also, in the areas of grid and parallel computing and communication technology there is a need of increased know-how in Chile. All in all, in our opinion there is a clear need of strengthening human capabilities, particularly but not solely at the DMC, and to ensure a more efficient and flexible use of nowadays informatics and communication technologies, particularly within the framework of international scientific collaboration, and globalization.

Through this project we will transfer and establish front line parallel and distributed computing technology for chemical weather forecast and regional climate modeling in Chile both for scientific and operational use. This will be achieved by connecting various scientific and technological networks in which the scientists and institutions involved in this project already participate, with local initiatives and capabilities, particularly at the Chilean Weather Service. Also, regional-scale climate and chemical weather forecast models will be implemented and used to assess climate change scenarios and to provide a new service through the Chilean Weather Service, namely operational chemical weather forecast for urban centers. All these actions will be associated with capacity building activities that will increase the critical mass of professionals and scientists in the areas of parallel computing, climate, and chemical weather forecast.

In Section 2 we discuss several scientific aspects regarding parallel and grid computing, earth system modeling and weather forecast. In Section 3, we present issues, questions and opportunities to be addressed through this project in Chile. Objectives and methodological aspects, including expected results, are addressed in Section 4. An economical evaluation of the proposed project is presented in Section 5.
2 Science and technology aspects

Here we review the state of the art regarding scientific and technological aspects relevant for atmospheric forecast and climate modeling. 
2.1 Computer Science and technology
2.1.1 Parallel and distributed computing

Computer modeling and simulations have proved to be useful techniques to determine accurate models of real systems. Several complex models have been determined by iterative corrections, refinements and adjustments of simpler models by medium or large-scale simulations. These large-scale numerical studies require a great amount of computational resources. For this reason, during the last 25 years they have incorporated parallel and distributed processing techniques and have been implemented on massive parallel supercomputers, like Cray T3D and Connection Machine CM5. In the last 12 years a new, much less expensive technology has emerged as an alternative way to perform medium and large-scale parallel and distributed simulations: Clusters or Networks of high performance personal computers linked by fast or gigabit Ethernet protocols or another network connectivity, like Myrinet, SCI Dolphin or Quadrics. In this technology, a message passing library: MPI (Message Passage Interface) allows a cluster or network of workstations to work as distributed or shared memory MIMD (Multiple Instruction, Multiple Data) supercomputer. 

Large-scale simulations of some complex systems, like chemical weather forecast and climate models, require exceptional amounts of computational resources not available in a single computer or even in a cluster or local network of workstations. Such kind of large-scale numerical studies can be performed only on metacomputers: a networked virtual supercomputer constructed dynamically from geographically distributed clusters or computer networks linked by high-speed communication networks. Nowadays, the majority of the metacomputers at use have been implemented and administered by the Grid Computing and Globus technology.

Four major current grid projects are Pragma, DataGrid, DataTag and Information Power Grid:
· PRAGMA (Pacific Rim Applications and Grid Middleware Assembly) has been founded as an open organization in which Pacific Rim institutions will collaborate more formally to develop grid-enabled applications and will deploy the needed infrastructure throughout the Pacific Region to allow data, computing, and other resource sharing. Based on current collaborations, PRAGMA will enhance these collaborations and connections among individual investigators by promoting visiting scholars' and engineers' programs, building new collaborations, formalizing resource-sharing agreements, and continuing trans-Pacific network deployment.

· DataGrid is a project funded by the European Union that aims to enable access to geographically distributed computing power and storage facilities belonging to different institutions. This will provide the necessary resources to process huge amounts of data coming from scientific experiments in three different disciplines: High Energy Physics, Biology and Earth Observation. Within the Earth Observation applications, the European Space Agency (ESA) missions involve the download, from space to ground, of about 100 Gigabytes of raw images per day. Dedicated ground infrastructures have been set up to handle the data produced by instruments onboard the satellites. The analysis of atmospheric ozone data has been selected as a specific test-bed for the DataGrid. More generally, the project will demonstrate an improved way to access and process large volumes of data stored in distributed European-wide archives.

· The DataTAG project will create a large-scale intercontinental Grid test-bed that will focus upon advanced networking issues and interoperability between these intercontinental Grid domains, hence extending the capabilities of each and enhancing the worldwide program of Grid development. The project will address the issues which arise in the sector of high performance inter-Grid networking, including sustained and reliable high performance data replication, end-to-end advanced network services, and novel monitoring techniques. The project will also directly address the issues that arise in the sector of interoperability between the Grid middleware layers such as information and security services. The advance made will be disseminated into each of the associated Grid projects.

· Information Power Grid (IPG) is a high-performance computation and data grid that integrates geographically distributed computers, databases, and instruments lead by the National Aeronautics and Space Administration, of the United States of America (NASA). NASA has pioneered the development of grids and inter-grid accessibility. Grids are started when people from separate organizations agree to share selected computational, data, or instrument resources. Middleware - the software that enables grid computing - needs to be installed, and then improved and expanded. Security and compatibility issues need to be worked out by the grid administrators. Access to resources is based on grid certificates issued to qualified users.

Developing sophisticated applications for the Grid (i.e. widely distributed) represents a multi-faceted challenge. In particular, parallel or distributed applications are inherently complex to develop, maintain and evolve. A large part of this issue comes from the inability of current programming paradigms such as procedural or object-oriented programming to properly modularize several concerns related to the distributed nature of the system. This situation is aggravated in Earth Science applications, where most of the available models are extremely complex, written in procedural languages such as FORTRAN or C, and parallelization is implemented by means of low level Message Passing Interface (MPI) introduced along the code (e.g, Undén et al, 2002). These features make the applications extremely fast as compared to alternative paradigms, although the result after years of adding and changing procedures entangles the code, making it more difficult to understand, further modify and extend. Nonetheless, efforts are being made in the direction of applying modularization in models at different levels: either by decomposing domain specific models into defined processes or sub models, such as convection, dry deposition, photolysis, etc., in order to increase the comprehension and control of interactions between bio-physico-chemical processes (e.g., MESSy, http://www.messy-interface.org/); or by coupling existing models of different reservoirs (ocean, atmosphere, etc) by means of a universal coupler which takes care of boundary conditions and interactions (e.g., OASIS3, http://www.cerfacs.fr/globc/software/oasis/oasis.html) in order to integrate knowledge in the different aspects of the Earth System. Both these approaches strongly suggest modularity as the key concept in the design, allowing interconnecting and reusing different components, increasing maintainability, extensibility, and most of all, keeping the modeled relations in understandable terms.

2.1.2 Mixed element meshes over complex topographies and cities

The development of meshing technologies has become an intense theoretical and practical research area. The study of mesh generation issues, initially tackled by engineers, physicists, end-users in general and some mathematicians has become also a field of interest for computational geometers, computer scientists and interdisciplinary teams both in academic and applied research centers. For an introduction to these topics see (Babuska et al, 1986; Bern and Eppstein, 1992) and the proceedings of the twelve annual International Meshing Roundtable conferences that, since 1992 gather together researchers and developers from industry, academia and US government laboratories.

Several techniques for the refinement and improvement of meshes in two and three dimensions have been considered in the last 20 years. In particular, the use of related mathematical concepts (the longest-edge propagation path of a triangle and its associated terminal-edge), have allowed the development of algorithms for dealing with general aspects of the triangulation problem: triangulation refinement problem, triangulation improvement problem, and automatic quality triangulation problem (Rivara et al, 2001). These mesh concepts have been later applied for the improvement of obtuse angles (Hitschfeld and Rivara, 2002; Hitschfeld et al, 2003), as well as for the generation of approximate quality triangulation (Simpson et al, 2001).

The allocation of an appropriate spatial mesh is key to the successful numerical solution of Partial Differential Equations (PDEs). The spatial discretization of the integration domain should be fine enough to represent accurately both the geometry of domain and all the relevant physical quantities varying in its interior. On the other hand, redundant mesh points in inactive regions of the domain should be avoided, since a larger number of mesh points implies longer CPU times and larger memory requirements to solve the discretized equations. This is particularly important for three-dimensional (3-D) calculations, since typical applications, e.g. for computational fluid dynamics and semiconductor device simulation, run several hours and months on state-of-the-art supercomputers.

Mixed element meshes formed by cuboids, rectangular pyramids, rectangular prisms and some kind of tetrahedral have shown to be very successful in the numerical simulation of 3-D semiconductor devices using the control volume method. The control volume method is a hybrid method of the finite difference method and finite element method. It combines the flexibility offered by finite difference methods and the flexibility offered by a more general finite element mesh. The 3-D mesh generator (Hitschfeld et al, 1992) and its successors (Hitschfeld et al, 2000; Hitschfeld and Farías, 1996) generate these mixed element meshes for control volume methods.  The theoretical foundations of these approaches can be found in (Hitschfeld et al, 1992; Hitschfeld, 1993). These mesh generators can fit complex domain geometries specified through a boundary representation and can fulfill point density requirements specified by the user.  A mesh can have regions with a high point density and regions with low point density. Between them a graded mesh is built.

Currently, most limited area weather forecast and climate simulators work with regular Cartesian meshes because they use finite difference methods. Each grid element is a parallelepiped and each region of the domain has the same point density. These kinds of meshes do not permit to have regions with high and low point density. Furthermore, these kinds of meshes may give rise to problems in connection with steep topography sharp gradients.

2.1.3 Data mining

The rapid progress in data acquisition and storage technologies has created a problem of how to turn measured raw data into useful information. For example, in diverse Earth Science domains, the volume of interesting data like time-series, images, and heterogeneous, distributed data sets are already measured in terabytes and will soon reach petabytes. For example, projections have been made that EOS (Earth Observing System) data volumes will reach a terabyte/day by the time all the planned satellites are flown. This growth by far exceeds human capacities to analyze the databases in order to find implicit similarities, regularities, rules or clusters hidden in the data. Therefore, automated knowledge discovery and efficient similarity searching techniques becomes more and more important. Data mining, which is a technology that provides the ability to analyze massive amounts of information, appears as a solution to this problem. Types of data manipulation include searches for correlations and patterns in large data sets, data classification, clustering, change and deviation detection, summarization, and dependency modeling. These tasks allow extracting knowledge and patterns from the raw data. Such knowledge can then be used to build predictive models based on historical behavior of variables underlying the data. Data mining not only involves data processing, but also the modeling and visualization of data according to representations such as multidimensional models and concept hierarchies, which help user to gain insight when it comes to exploring the data at hand. In the multidisciplinary earth science framework, where intelligent use of data is critical, data mining can be used to improve our understanding of the environment. For example, advanced data mining techniques are very important to merge sensor information from multiple sensing devices orbiting the earth. Correlations detected in the data might help predict weather patterns or catastrophic events (such as wildfires or hurricanes). Intelligent data mining techniques will also be critical in applications such as onboard science selection, intelligent assistants for scientific discovery, and condition-based maintenance of vehicles.

2.2 Earth System Modeling and regionalization
It is difficult to unambiguously define climate and the concept itself has evolved over time. In its Greek origin, the word climate refers to the tilting of the Earth’s rotation axis. This tilting determines the existence of seasons, i.e., periods of the year with different characteristics regarding precipitation, temperature, insolation, etc., phenomena which in turn result in different status of biotic and abiotic systems. By the 1800’s, the concept of climate was defined in an operative manner based on the classification of different geographical areas in terms of their biotic characteristics. Köppen’s classification of climate zones, in which terrestrial vegetation was identified as the synthesis of the different climatic factors, is still at use in physical geography. Over the last 10 to 20 years, the evident coupling and interactions among the many factors and subsystems, e.g., atmosphere, biosphere, cryosphere, hydrosphere, lithosphere, has lead, again, to the need of synthesis and integration but going far beyond the use of terrestrial vegetation as a synthesis index. The extraordinary complexity of the climate system, understood as the parts and their interactions is driving science to new paradigms. These changes are not only driven by the only sake of understanding but more importantly due to the challenges posed by a rapidly changing planet in which the conditions for survival are at risk. This enormous endeavor is referred to as Earth System Science. Steffen et al (2004) presented recently a synthesis book of global change research, indicating the main findings so far:

· The Earth is a system that life itself helps to control. 

· Global change is more than climate change. It is real, it is happening now and in many ways it is accelerating. 

· The human enterprise drives multiple, inter-acting effects that cascade through the Earth System in complex ways. 

· The Earth’s dynamics are characterized by critical thresholds and abrupt changes. Human activities could inadvertently trigger changes with catastrophic consequences for the Earth System. 

· The Earth is currently operating in a no-analogue state. 

Furthermore, the unprecedented extent and significance of the role of human kind in driving global change has suggested the idea of the new geological era, namely the Anthropocene.  Quantifications of the extent and significance of anthropogenically driven global change are the following (Steffen et al, 2004): 

· In the last 150 years humankind has exhausted 40% of the known oil reserves that took several hundred million years to generate; 

· Nearly 50% of the land surface has been trans-formed by direct human action, with significant consequences for biodiversity, nutrient cycling, soil structure, soil biology, and climate; 

· More nitrogen is now fixed synthetically for fertilizers and through fossil fuel combustion than is fixed naturally in all terrestrial ecosystems; 

· More than half of all accessible freshwater is appropriated for human purposes, and under-ground water resources are being depleted rapidly 

· The concentrations of several climatically important greenhouse gases, in addition to carbon dioxide (CO2) and methane (CH4), have substantially increased in the atmosphere; 

· Coastal and marine habitats are being dramatically altered; 50% of mangroves have been removed and wetlands have shrunk by one-half; 

· About 22% of recognized marine fisheries are overexploited or already depleted, and 44% more are at their limit of exploitation; 

· Extinction rates are increasing sharply in marine and terrestrial ecosystems around the world; the Earth is now in the midst of its first great extinction event caused by the activities of a single biological species (humankind). 

The international scientific community has tackled the new challenges by new organizational structures, to some extent reflected in the new programs advocated by funding agencies all over the world, including Chile. The overarching organizational structure is the so called Earth System Science Partnership (ESSP), in which all international scientific programs, dealing with global change are collaborating, i.e., World Climate Research Programme (WCRP), International Geosphere-Biosphere Programme (IGBP), International Human Dimension Programme on Global Environmental Changes (IHDP), International Programme on Biodiversity Science (Diversitas). Thus, global change research is a growing body of understanding, both international and transdisciplinary in essence.

All these changes have as a pragmatic corollary, new needs and developments regarding modeling tools. Traditionally, climate models are computational representations of a myriad of processes, mathematically expressed in terms of systems of differential equations, either partial or ordinary or both. The huge complexity of such systems of equations and their computational implementations, in addition to the growing need regarding accuracy and precision, have lead, as stated earlier, on the one hand to increased transdisciplinary and trans-institutional collaboration efforts, and on the other hand to new computational approaches, namely parallel and grid computing. Also, new approaches based no longer on differential equations but on “Agent-based modeling” or “Cellular Automata” or “Complex Adaptative Systems” have been pointed out and are being explored (e.g., Finnigan, 2003). All in all, the scientific paradigms, either new or renewed old will require of a far more efficient use of computational resources.

In the next sub-section we discuss the most used technique so far in order to improve the accuracy and precision in the determination of climate change scenarios.

2.2.1 Downscaling of climate outputs and scenarios 

Global climate models provide scenarios with a coarse horizontal resolution, typically, a few hundreds of kilometers (e.g., IPCC, 2001). The analysis of the outputs of these models allows scientists to evaluate model performance, model sensitivity and model response to the various climate change scenarios on a global basis. However, most questions and issues related to vulnerability, adaptation assessments and planning strategies require of a much finer spatial resolution. Furthermore, if these scenarios are intended to evaluate future air quality, also a higher temporal resolution is needed. To address this question, over the last decade several downscaling techniques have been developed. There are 3 main approaches to produce regionally relevant scenarios, i.e., with enough spatial and temporal resolution to address regional problems. These are:

· High resolution and variable resolution Global Circulation Models (GCMs).  This technique consists in identifying periods of interest (a time-slice) within a GCM simulation and rerun this period at a higher resolution, or use a Global scale model that has been adapted for having variable horizontal resolution, so that one can choose to, effectively, zoom over a particular region. This technique has the advantage of having one model, and therefore a physically internally consistent simulation for a particular region. A disadvantage is that for the whole domain the same physical parameterization packages are used, and these are resolution dependent.
· Regional climate modeling. In this technique a Regional Climate Model (RCM)    is run over a certain region of interest and forced at boundaries and at initial time with fields taken from observations (Reanalysis) or outputs from global models. The use for RCM for climate change studies are approached by choosing a particular time-slice from the output of a long continuous run by GCM. Again, a careful consideration of both the forcing field’s errors and regional model errors has to be given in order to interpret correctly any results.
· Statistical downscaling. In this method a statistically relevant   relationship is sought between a “predictor” field (e.g., sea surface temperature in the Central Pacific, 500mb geopotential height field) and a variable of interest (e.g., precipitation, 2m temperature). The main disadvantage of such a technique for future climate change studies is the hypothesis that the relationship between the predictor and predicting also holds under future climatic conditions.

The two former techniques are known as dynamical downscaling as dynamical equations are solved in a coupled mode. Hybrid approaches combining two of these techniques (statistical-dynamical, high resolution global model driving regional climate models, etc.) are also possible.
2.2.2 Atmospheric forecast 

The atmosphere is a rapidly evolving dynamical system in which physical quantities (energy, momentum, etc.) are transferred and exchanged. Matter in different states of aggregation is imbedded in it and constitutes itself the evolving fluid. Transferences and exchanges of physical quantities occur simultaneously at a very broad range of scales both in time and space. The fluid at discussion, i.e., atmosphere has a mass of about 1021 g, which consists, in the first 100 km above the ground, of a rather homogenous mixture with about 78% of molecular nitrogen (N2) and 20% of molecular oxygen (O2). Despite its overwhelming predominance in mass and volume, these species can be seen as mere carriers of species, typically found in often almost undetectable amounts (i.e., trace species), which in fact define the state of the atmosphere. The movements of N2 and O2 results of energy and momentum exchanges at the upper and lower boundaries of the atmosphere as well as of energy transfer processes in which trace species are involved. However, looking at N2 and O2 as “mere carriers” is not a trivial task. In fact, the equations which “merely” describe the movement of the atmosphere (Navier-Stokes) remain up to date one of the most challenging areas of research in theoretical and applied mathematics and physics. 

Navier-Stokes equations are a highly non-linear system that shows chaotic behavior. Therefore, they can only be solved by numerical approximations that are intensive in computer resources. Hence, it is not a surprise that predicting the evolution of the atmosphere, even if only referring to its inert and most abundant constituents, is a major challenge for scientists and technology. But the interest in resolving such a mathematical system of equations is not purely academic. Resolving Navier-Stokes for the atmosphere is in fact what we know as “weather forecast”, with all daily experienced implications in everybody’s daily life. Over the last 40 of 50 years, weather forecast has evolved from a rather ludic activity of a few enthusiastic scientists, to a world-wide professional activity in which scientists are definitely a part of the team in charge, and in which enormous computer resources are invested. In fact, weather forecast has evolved hand in hand with the evolution of computer and communication technology, often leading such developments (e.g., Bengtson, 1999). Besides a more complete description of the physics and a better numerical solution of the equations, the use of data assimilation has been a fundamental factor for the improvement of weather forecast.

Due to the chaotic nature of the atmosphere, the prediction of weather is inherently uncertain science and no deterministic forecast can be made. This means that any effort in knowing in advance the weather conditions in the future has do be done a probabilistic manner. There are several techniques that have been developed and applied for numerical weather prediction. The idea is to estimate the uncertainties of the initial state by performing ensemble simulation with slightly different initial conditions and see how these small differences grow in time. This is a way of estimating the probability density function of the atmosphere, which gives the probability associated that a given atmospheric state may occur. It is therefore important to understand that any experiment intended to predict the response of the earth-system to anthropogenic forcing involves constructing the present day PDF by these means, and estimating the future PDF as close as possible to compare with.

Lately, weather forecast has become even more complex and resource demanding. On the one hand, as the required accuracy in the operational forecast has increased, the explicit inclusion of processes involving trace species has become necessary and crucial. On the other hand, air quality degradation has become a serious and sensitive problem in and around urban centers where more than 50% of the world’s population lives, leading to the establishment of new missions and requirements for weather services. In fact, the largest and leading weather centers in the world have already or about to expand its activities to “chemical weather forecast”. In practice this means that in addition to Navier-Stokes, one must solve equations that describe the spatial and temporal distribution of trace species. These equations include the effects of transport and mixing processes, chemical and physical transformations, emissions and deposition processes. Again, this is taking place in close connection with the development of computer science and technology, data assimilation, and of course fundamental science.  
2.3 Data assimilation
Inverse modeling techniques are becoming key tools in global change science, particularly atmospheric science. This is due to the increasing amounts of data that are becoming available, for instance through remote sensing and satellites, and also to the need of objective assessments of the uncertainties in current atmospheric chemistry transport models (CTMs), which are very complex systems that combine different sources and types of information, represent numerous processes at various interacting scales. The increase in observational data is expected to result in improvements of the performance of available three-dimensional chemistry transport models (3-D CTMs), a better bracketing of the strength and location of emissions of relevant compounds, optimization of the design monitoring networks, and a better quantification of model errors and sensitivities, etc.. In turn, this will require of an extensive use and a better comprehension of inverse modeling techniques, including use of adjoint and data assimilation. These endeavors are all functional to the consolidation of Earth System Modeling tools for a better basis on atmospheric chemistry and climate research, and the establishment of long-term sustainable policies.

Data assimilation in climate models in general, and in atmospheric models in particular, requires knowledge of a wide range of variational and control techniques (e.g. Bennet, 2003). Most of the classical techniques are based on: 

· Optimal control approaches with weighted least squares error functionals and adjoint techniques; 

· Estimators based on Kalman filters or simply best linear unbiased estimators (BLUE), which use a priori statistical information of the parameters and measures; 

· Projection methods such as finite dimensional representation of solutions by means of Green functions or construction of finite dimensional basis using backward solutions. 

All these methods are related with each other, and are in fact complementary. Ongoing theoretical studies provide new tools in inverse modeling such as: 

· Algorithms to obtain estimators which are a priori insensible with respect to some perturbations, as sentinels methods and  insensitizing control;

· Exact controllability methods, based in observability inequalities and Carleman’s estimates, which allow us to obtain a priori estimates of the parameter error from the measurement error.

From the point of view of the mathematical models at play in climate and atmospheric models, there are the following sort of equations: a) advection-diffusion equations (continuity equation) coupled with a system of ordinary differential equation (chemical and deposition processes); b) kinetic transport equations (aerosols or interacting particles, radiative transfer equations); and c) specific fluid-dynamics equations modeled by adapted versions of Navier-Stokes or Euler’s equations: quasi-geostrophic models, shallow water equations, free boundary liquid surface equations, etc. 

It is important to stress that the basic problem of recovering sources, boundary or initial conditions in linear models, it is still completely not well understood. The comprehension of these types of problems is a first step in the study of the complex models appearing in the atmospheric sciences. Part of these issues will be addressed through this project, namely the numerical study of inverse problems in recovering sources in atmospheric and oceanographic models using variational techniques.

3 State of the art and opportunities in Chile

In this section we provide a brief review of the state of the art in Chile regarding computer science and technology, forecast and climate modeling, as well as science networking and capacity building activities. We use a problem oriented approach in order to merge the research and development opportunities identified. In particular, we focus on two case studies, one related with climate assessments and another related with the establishment of operational chemical weather forecast. Thus, the different disciplines, institutions and actors will interact through the actual solution of problems or case studies.
3.1 Computer Science and technology

Parallel and Grid Computing is in Chile at the early stages. Nevertheless, there is active research developed the Department for Computer Science, University of Chile, on parallel and grid Computing. Of course, this is not the only group working on these subjects in Chile. In fact, there are several research groups that are developing parallel programs for scientific applications that will run on small computing clusters. For instance:

· University of Chile, Center for Mathematical Modeling: Beowulf cluster of 16 pc's and cluster of 16 - 24 cpu. Scientific Applications: Optimization algorithms for transportation and energy models, Climate and atmospheric modeling, Genomic sequencing on large databases.

· Santa Maria Technical University, Department of Informatics: Beowulf cluster of 8 pc's. Scientific Applications: Support Vector Machines for Financial Problems and Stochastic Fragmentation Models  

· La Frontera University, Department of Mathematical Engineering: Beowulf cluster of 16 pc's. Scientific Applications: Cellular automata methods for elementary image enhancement and Neural Networks Models for The Graph Bisection Problem

The scientific cooperation between this research groups is starting. There are initiatives (research projects) for establishing a computational grid between these research groups and to participate in grid international networks like Pragma and Gelato (Utreras, personal communication).
Regarding the development of complex applications for the Grid, the Computer Science Department of the University of Chile, jointly with the Center for Web Research and the OBASCO project (Object, Aspect, Components) are developing a uniform, powerful framework for Grid applications that makes it possible to better modularize distributed applications. The approach consists in leveraging the power of Aspect-Oriented Programming (AOP) in the context of Grid computing. AOP (Kiczales et al, 1997) is a new paradigm for better modularization of software systems, which proposes new encapsulation means (aspects) for so-called crosscutting concerns, like messaging, parallelization, security, fault tolerance, etc. At the time being, the first AOP kernel for Java (Tanter et al, 2005), which is an extension of the reflective platform for Java, Reflex (Tanter et al, 2003)  have been developed and is particularly well suited for developing distributed systems. Reflex and the kernel approach have already been applied in a non-distributed setting, by the development of the Sequential Object Monitors (SOM) library, for concurrent programming (Caromel et al, 2004).

3.1.1 Mixed element meshes over complex topographies and cities

There is expertise in the field of meshing, which includes the development of algorithms and of several prototypes tested in an academic setting (Hitschfeld and Rivara, 2002; Hitschfeld et al, 2003; Simpson et al, 2001), as well as the development of an object-oriented mesh generator for semiconductor device simulation (Hitschfeld et al, 1992). A significant part of this experience can be translated into new developments and improvement in atmospheric codes, particularly dispersion models when applied to air quality assessments. Hence, in this project, our aim is to explore the use of these techniques for improving model performance, and gain in expertise and use of these advances mesh techniques.
3.1.2 Data Mining

Currently, the Computer Science Department of the University of Chile through the Center for Web Research (CWR) is performing research in several areas related to the management of very large databases, specially the handling of non traditional information like web logs, images, multimedia, geographical/environmental/ cartographic data, etc. This includes indexing, storing, accessing and processing data in computational platforms, analysis of the lack of structure in new kinds of information, extraction of useful relations, visualization, distributed systems and parallelism, etc. All these problems with different restrictions define different types of databases, and research will focus on combinatorial pattern matching on images, audio and text; similarity searching of atomic and structured objects; handling semistructured information; mathematical simulation of the process that occur in the Web; and distributed agents and platforms in Internet. At the heart of them is combinatorial pattern matching, a research area that studies from a combinatorial point of view how to search for given patterns in regular and discrete structures such as sequences or graphs. This area should be distinguished from classical pattern matching, which considers continuous elements and uses different techniques.

Some practical applications include predictive models that determines behavior of credit card users based on financial information; a face content-based search system for the web, that uses algorithms for image processing and analysis by computer, as well as skin detectors, faces detectors and system of face recognition; web mining through web log analysis, oriented to improve the page ranking of the Chilean web search engine todocl.cl. The techniques applied in these projects can also be extended to environmental data, particularly the results of model runs, and of those provided by satellites. This is one of the actions to be undertaken through this project. 

3.2 Forecast and climate modeling

3.2.1 Climate modeling

High-resolution regional climate models or data are not yet available in Chile. This imposes severe limitations to the quality and relevance of the information available for undertaking mid- and long-term planning, and for decision making regarding strategic issues such as availability and use of water, energy and food resources. This in turn undermines the negotiation grounds for Chile in a globalized world. To illustrate this we present two examples:

· Seasonal forecast of El Niño events. The Chilean Weather Service has as a mandate to provide seasonal climatic forecast. This is done so far largely based on diagnostics, analyses and projections of the behavior of El Niño Southern Oscillation (ENSO). A large portion of the information needed on this matter, is produced by different foreign meteorological Services and research centers, which is gathered at the DMC via the internet. The model products on seasonal prediction are analyzed along with the local behavior of atmospheric variables. Simple statistical relationships between ENSO and precipitation, and temperature are used for rather qualitative forecasts. Unfortunately, the products available over the internet are too coarse in spatial resolution to provide accurate forecasts. It must be pointed out though, that lately new regional ENSO indexes have been developed at the DMC (e.g., Quintana, 2004). 
· Climate change scenarios and planning. Chile may be seriously affected by climate change (e.g. IPCC, 2001).  It is probable, for example, that arid zones will continue advancing southward into the Central zone where the population and important industrial and agricultural activities are concentrated (e.g. CONAMA, 1999).  Changes in the intensity and frequency of phenomena such as El Niño and La Niña are also expected along with increasing severity of droughts. Unfortunately, the scenarios predicted by global models are imprecise and uncertain for Chile given its geography and topography, for example with respect to changes in cloud cover and their effects. All of this makes it imperative that Chile generates the capacity to understand and make use of tools such as mathematical models to identify and evaluate different scenarios in time to act accordingly. 

This project will provide tools, infrastructure and new human resources to address, among others, the problems indicated here. In other words, we see it as an opportunity to establish regional climate tools and data, and most importantly local expertise in this area allowing an appropriate basis for science development and decision making regarding strategic issues such as availability and use of water, energy and food resources. 

For this project we will use a regional climate model (RCAO, Annex 1) to dynamically downscale global model outputs to generate past, present and future climate scenarios for the region of Chile and the adjacent ocean. A similar exercise has been recently proposed to CONICYT by colleagues at the Department of Geophysics, University of Chile. These exercises, both the proposed here and that proposed by our colleagues, are to the best of our knowledge the first to be performed in Chile. The only exception being the work developed by Rojas and Seth (2003). However, this work did not address high-resolution (ca 5-10 km) zooming over the Chilean territory but rather at the continental scale. These studies are badly needed since available global scale simulations do not provide satisfactory results, showing inconsistency in the signs for the temperature and precipitation changes among models for the region of South America south of 15S (Giorgi and Fransisco, 2000). As it is the case in Chile, other groups in South America have started downscaling efforts to better assess climate change scenarios. A significant part of those activities are performed through a Network of Excellence between Europe and South America (CLARIS). Through that network we will get not only global model outputs to be used as boundary conditions, but also know how and expertise in downscaling techniques.
3.2.2 Atmospheric Forecast

A substantial improvement in weather forecast in the last 5 years has been the implementation of regional scale models. A mesoscale weather forecast model, namely the Penn-state Mesoscale Model version 5 (MM5) was installed at the DMC in 1999 with a spatial resolution of 50 km, which later was improved to 10 km. This model is at operational use over Central Chile. Other weather forecast models have been also implemented but they are not in operational use, partly due to the lack of fast connections and adequate computer resources. These dynamic atmospheric models have permitted to improve the forecast in terms of the precipitation distribution, intensity and beginning/ending of the events. Of course, these efforts have been done in connection with capacity building activities. However, the staff with enough expertise to manage these systems is still insufficient. Furthermore, the DMC is facing new challenges in relation with weather forecast in order to satisfy the always increasing needs of the public and in general the different activities of the country, mainly now in this global economy. As all weather services in the world, the weather forecast can no longer be a purely “meteorological forecast” but a more broadly “environmental forecast”. This change means a new development in the numerical models currently used at the DMC. This also implies new a more powerful computer capacity, and enhanced training of the staff and even the incorporation of highly qualified personnel, able not only to use but to modify and adapt the tools. 

In the early 1990’s, only Gaussian models were available and used in Chile to describe air quality problems. There were two main factors impairing the development, implementation and use of more complex dispersion models. The first reason was that expertise in the area was nearly absent in the country except for the pioneering work developed by Ulriksen and collaborators at the University of Chile (Ulriksen et al., 1992). The second, reason was the lack of appropriate data to run and evaluate the models. 

Over the last 5 to 10 years substantial changes have occurred. For instance, under the National Commission for the Environment (CONAMA), strong efforts were made by the Chilean State to establish emission inventories, meteorological and air quality networks. This has happened mainly but not solely in the Santiago Metropolitan area in connection with attainment and prevention plans. Also, these problems and the resources invested in them by stake holders, both public and private, have drawn the attention and interest from scientists in various disciplines, at various places along the country. In addition, and complementary to this, meteorological models have been implemented both in universities (e.g., University of Chile; University of Valparaíso; University of La Serena) and public services (e.g., Chilean Weather Service), providing suitable inputs for dispersion modeling applications. Finally, but most importantly, there have been several professional and scientific theses dealing with dispersion modeling at various universities, expanding the available expertise and know-how in Chile. 

In general, all dispersion modeling applications have been used for diagnostic assessments, and not for operative daily use. The closest approach to operative dispersion modeling and forecast is to the best of our knowledge developed at the Department of Geophysics, University of Chile, with focus on air pollution in Santiago, as part of a collaborative work with research centers in North America and Europe. However, this application is not a part of the daily management of air quality undertaken by environmental authorities. In fact, the only air quality forecast system at operational use is the one provided by the National Center for the Environment (CENMA). Nevertheless, this prediction system is based on multivariate regression techniques, not dispersion modeling.
One of the main objectives of this project is to establish operational numerical chemical weather forecast at the Chilean Weather Service. This means having the capability of not only forecast the weather in terms of the traditional meteorological variables as precipitation, air temperature, wind, etc; but also of the chemical elements present in the air, its concentration and distribution. This new information will be essential for different activities and for policy decisions. In fact, an additional improvement in the performance of the model is expected by introducing the chemical parameters which until now are parameterized or not included at all. This will take place in practice through the adoption of a chemical weather forecast system that combines continental scale forecast provided by the models at use at CPTEC in Brazil, the MM5 model, already used operationally at the DMC, and the dispersion model POLAIR (See Annex 1).

3.2.3 Data assimilation

To the best of our knowledge, the only data assimilation research applied to atmospheric and oceanographic problems in Chile is that developed at the Center for Mathematical Modeling (CMM) at the University of Chile. Over the last two or three years, several applications have been developed. For example, the problem of estimating the location and strength of quasi-static pollution sources has been assessed by means of the so-called retroplume method using measurements of quasi-passive trace species that are transported over complex terrain as constraints (e.g., Issartel, 2003; Quiroz et al, 2003). Also, using several inverse techniques, including BLUE, adjoint, and sentinels, the problem of improving urban emission inventories, in particular mobile sources, has been addressed (Cerpa and Osses, 2004; Muñoz et al, 2004). Connected with this applied work there has also been significant theoretical work developed regarding insensitizing controls for the heat equation (Micu et al. 2004a and 2004b) and exact controllability for quasi-geostrophic models (Fernández-Cara et al, 2003 and 2004, García et al. 2004). Other areas where inverse techniques have been studied by this team are: geometrical inverse problems in Poiseille fluids (Friz et al. 2004), travel time inversion in seismology (Contreras 2004) and potential recovery in partial differential equations (PDE). 
3.3 Science networking and capacity building
The proposed project relies heavily on research networks and, and also on the increasing availability and use of computer grids and communication systems. Moreover, these networks and the graduate and post-graduate programs will allow the formation of scientists and professionals, with a strong disciplinary basis but also a great deal of multi and transdisciplinary training.
3.3.1 Scientific collaboration

Researchers and institutions involved in this project participate actively in a number of collaborative research efforts. A brief summary of those efforts is presented hereby.

3.3.1.1 Computer science

At the Distributed Programming Languages group in the Computer Science Department, there is active research on different aspects of Programming Languages for Distributed Systems: Cluster Concurrent Programming, Distributed Garbage Collection, Reflection and Aspect-Oriented Programming (AOP). This group participates in a proposal for a Network of Excellence (NoE) named CoreGrid, of the European Union, which includes 46 institutions. In particular, there is an on-going collaboration with the OASIS group from the INRIA Sophia-Antipolis France, which has been highly fruitful in terms of development and research.  Some researchers are also involved in the Aspect-Oriented Software Development Network of Excellence (NoE) of the European Union. Other collaborations take place with Asia. In particular, there is on-going collaboration with Tokyo Institute of Technology, Japan, and recently a joint center has been created between Chile and Korea (Information Technology Cooperation, ITCC). All these initiatives promote research and development of applications suitable for industry and business.
3.3.1.2 Climate and atmospheric research
· Urban Mobile Emissions in South American Mega cities (UMESAM, IAI SGPII 03SGP211 – 211, 2004-2005). This is a coordination network. The main goal of UMESAM is to promote the development of new collaborative research in the Americas, able to connect local air quality initiatives and global change issues, involving researchers from Argentina, Brazil, Chile, Colombia, Peru, and the United States of America. This research focuses on two work packages: (a) a methodology to estimate urban emissions from mobile sources, and (b) inverse modeling techniques both on the regional and local (city by city) scales. This work is developed within the framework of an international network, financed via the Interamerican Institute for Global Research (IAI), which is expected to expand its scope to other pollutants, including greenhouse gases, and the establishment of coordinated regional networks of observations, which are all functional to the consolidation of Earth System Modeling tools for a better basis on atmospheric chemistry and climate research, and the establishment of long-term sustainable policies.
· Application and development of inverse modeling techniques to air quality modeling and network design (CONICYT-INRIA, 2002-2004). Inverse modeling techniques for source estimate have been the central issue of this collaboration, which consists mainly of short-term exchanges of researchers and students. The motivation emerges from the fact that there are increasing amounts of data that are becoming available, for instance through remote sensing and satellites, and also to the need of objective assessments of the uncertainties in current atmospheric chemistry transport models (CTMs), which are very complex systems that combine different sources and types of information, represent numerous processes at various interacting scales. 
· A Europe-South America Network for Climate Change Assessment and Impact Studies (CLARIS, 2003-2006). 6th Framework program, European Union. The CLARIS project aims at strengthening collaborations between research groups in Europe and South America to develop common research strategies on climate change and impact issues in the subtropical region of South America through a multi-scale integrated approach (continental-regional-local). First, CLARIS will favor the transfer of knowledge and expertise on Earth System Models, their different components and coupling procedures. Moreover, CLARIS will provide to European and South American scientists involved in climate modeling in South America the framework to compare and exchange their methodologies. This framework will also be completed by an easy-access database compiling the observed and simulated climate data required for models to be both validated and properly forced. Second, complementary to that modeling aspect, CLARIS will facilitate access to large-scale climate data sets and climate simulations, and it is a major goal for CLARIS to initiate the setting-up of a high-quality daily climate database for temperature and precipitation. The European expertise acquired through the European Climate Assessment Project will be essential to meet this objective. The resulting database will be of great value to validate and evaluate the model skills in simulating climate trends and extreme event frequency changes. Finally, at a local scale, CLARIS aims at creating a bridge between the climate research community and stakeholders in the framework of three pilot actions designed to integrate multi-disciplinary components and to demonstrate the potential and feasibility of using climate information in the decision-making process. Three major areas are addressed: agriculture, health and pollution. The CLARIS framework will facilitate the participation of European researchers to IAI (Inter American Institute) projects and the submission of new common research proposals. Moreover, it is opening towards stakeholders (e.g. agriculture, reinsurance, hydroelectricity), associated to the project through an expert group, will promote future initiatives on climate impact analysis, thus, contributing to related sustainable development strategies.
· Impacts of natural and anthropogenic aerosols on the stratocumulus deck off Chile (ECOS Sud, 2004-2006). This collaboration, between researcher at the University of Chile and researchers from climate laboratories en France, is intended to better understand the aerosol-cloud-climate interactions and to provide tools for assessing and predicting these effects by means of global and regional scale modeling. Also, it aims at strengthening the links with other research activities, particularly remote sensing of aerosols and clouds and dynamical modeling of the marine boundary layer over the Eastern Pacific.

In addition, a new initiative has been proposed to the Inter American Institute for Global Change (IAI) in order to improve air quality and climate relevant emission scenarios for and to provide air pollution scenarios South American megacities. This is the natural continuation for the UMESAM pilot project, and it is to be considered complementary to this initiative.
3.3.2 Capacity building

As stated repeatedly, this project emphasizes capacity building actions. A significant portion of the resources will be devoted to graduate and post graduate students. We foresee that the students and professional, particularly at the Chilean Weather Service, will follow one of the following programs:
· Professional M. Sc. program in Atmospheric Science and Meteorology at the Department of Geophysics, University of Chile

· M. Sc and PhD programs in Informatics and Computer Science, University Federico Santa María, Chile

· Ph. D program in Computer Science, University of Chile

· Ph. D program in Fluid Dynamics, University of Chile

· Ph. D program in Oceanography, University of Concepción, Chile

Of course, students from other programs in other institutions are not excluded. Also, combined programs between Chile and other countries may be of particular interest, especially if co-guidance is provided by a partner institute. 

A part of the project’s resources are located in traveling and per-diem costs that will allow research and training stays of these people hosted by our international counterparts. Also, stays of foreign researchers and professionals are considered under that item. This will permit the realization of hands-on training, which is fundamental when implementing sophisticated climate and atmospheric models, and grid computing.
3.4 Case study: Anthropogenic impacts of sulfate aerosols off the Chilean coast under past, present and future scenarios
The world’s most extended and persistent stratus deck around the world is that located under the Pacific high off the coast of Chile and Southern Peru. This cloud deck has a large impact on the regional and global circulations (e.g., Hartmann et al, 1992). Chile has a long tradition of exploiting mineral resources, particularly copper. The copper smelters in Chile stand for about 1 % of the ca. 70 TgS/yr oxidized sulfur (SOx) emitted worldwide. There is evidence that these emissions are transported off-shore in connection with easterly wind events associated with coastal lows, which are sub synoptic features that often occur in this area (Gallardo et al, 2002; Rutllant and Garreaud, 2003; Huneeus et al, 2004).  In addition, in the coast of Central and Northern Chile exchanges of biogenic trace species are significant (Scholes et al, 2003), particularly dimethylsulfide (DMS), which is an important precursor of natural aerosols and cloud condensation nuclei (CCN). Volcanoes appear to be a significant source of sulfate aerosols (Amigo et al, 2004). Finally, Santiago, one of South America’s megacities is also a significant source of polluted air, containing both organic and inorganic aerosols that also may affect the properties of clouds. Despite the relevance of these processes for the regional and global climate, our quantitative understanding and our predictive capabilities to assess potential future changes are scarce. 
To improve our quantitative understanding of aerosol-cloud-climate interactions off the Chilean coast, we will implement and run a regional-scale climate model, namely the Rossby Center Atmospheric and Oceanic Model (RCAO, See Annex 1), a model provided in kind by the Swedish Hydrological and Meteorological Institute (SMHI) for research purposes to the Center for Mathematical Modeling. RCAO is a regional climate model that represents the sulfur cycle and its interactions with stratocumulus clouds (e.g., Ekman and Rodhe, 2004). It will be run as a dynamical interpolation tool, i.e., it will produce regional simulations using as boundary conditions global scale climate simulations provided in kind by European centers via the CLARIS network, particularly by the Max Planck Institute for Meteorology in Hamburg. Past (1850-1860), present (2000-2010) and future (2100-2110) scenarios will be simulated. This work will also be supported by the on-going collaborative effort with French laboratories, in particular the Laboratory for Atmospheric Optics in Lille, and the Laboratory for Modeling of Dynamics, in Paris.
We choose to focus on sulfur aerosols because of the importance of both anthropogenic and natural emissions of sulfur in this area of the world, and because at least anthropogenic sources are relatively well constrained. In the case of anthropogenic sources, we will rely on available estimates. In the case of volcanic emissions we will use results from ongoing research performed in Chile and elsewhere (Amigo, personal communication). Here we will focus on biogenic emissions of sulfur aerosols, and the overarching question of the coupling between the ocean and the atmosphere. 
DMS (dimethyl-sulfide) is a ubiquitous trace gas, derived from the precursor b-dimethylsulfoniopropionate (DMSP), which is produced by many marine algae.  The production of DMS by phytoplankton is the dominant source of atmospheric sulfur in the Southern Hemisphere (IPCC, 2001) and it constitutes an important forcing function of climate by its role in cloud formation and acidity (e.g., Charlson et al.1987). The ventilation of DMS, i.e., the exchange of DMS from the ocean to the atmosphere, has been described as a function of wind speed and the DMS concentration in seawater. However, while wind speed over global ocean is now available thanks to satellite borne scatterometer technology, DMS in seawater is not. Thus the prediction the DMS in seawater is a key step for a good understanding global and regional sulfur cycle, including atmospheric processes, and for our developing capabilities to predict climatic changes at relevant time scales (e.g., Boucher et al, 2003). In fact, a prediction of DMS in seawater involves the understanding of the functioning of the marine ecosystem that produces DMS and its sensitivity to forcing functions. In order to give realistic input data for atmospheric scientists to use in their climate models, biogeochemical-ecological modeling  (e.g. Gabric et al., 1996) and  correlation of DMS to suitable variables (e.g. Chlorophyll a, species) can be used, and has been target for several research programs (e.g. SOLAS).
It is important to point out that climate and environmental change will have significant impacts on and feedbacks to biogeochemical cycling in the ocean, on atmospheric chemistry, and on chemical exchange between the ocean and atmosphere. For example, changes in climate may result in alterations in the distribution patterns of phytoplankton and associated dimethylsulfide (DMS) production and release to the atmosphere. Subsequent oxidation of DMS to sulfate aerosol in the atmosphere may affect cloud albedo and thus climate. Changes in climate can also lead to alteration in the quantity and atmospheric delivery pattern of mineral aerosol from land and its associated nutrient iron to the ocean. In regions where iron limits primary productivity, alteration in food web structure is likely, as are changes in the release of a number of biogenic gases. 

In addition to these activities, the down-scaled climate scenarios will be used to drive a three-dimensional dispersion model (MATCH, see Annex 1) to evaluate future air quality scenarios for selected cities in Chile.

We consider this case study as a pilot action that could help triggering the merging of several research initiatives and groups in Chile, and elsewhere into a long-term scientific program with a much broader scope.
3.5 Case study: Chemical weather forecast for urban centers in Chile 
We propose in this work to establish an operational chemical weather forecast system, within the Chilean State apparatus, at the Chilean Weather Service, linking boundary meteorological and chemical data provided by the Brazilian Center for Climate and Weather Forecast (CPTEC, www.cptec.inpe.br/meio_ambiente), and high-resolution (~2 km) meteorological and chemical weather forecast tools at the DMC. This development and new service is intended to fulfill a gap in satisfying the requirements of environmental management, not only in Santiago, but also in other cities suffering severe air pollution problems (e.g., Temuco). We envisage, in fact, a complementary use of the new chemical weather forecast tools and the statistical forecast tools at use up to now. Furthermore, we foresee that such a development will provide a substantial basis for research in atmospheric science, computer science, applied mathematics, etc..
To produce high-resolution chemical weather forecasts, we will use boundary conditions, both physical and chemical, provided by operational models at CPTEC to drive the mesoscale weather forecast model at use the DMC (MM5), which in turn will provide meteorological inputs (winds, temperature, humidity, etc.) for a chemical dispersion model (POLAIR). MM5 will be run in a nested mode allowing horizontal resolutions of up to 1 or 2 km over areas or cities of interest.  In addition, data assimilation techniques will be used on-line in order to optimize the air quality forecast. 
The applications described here imply transference of large amounts of data. To ensure a reliable, fast and adequate transference of those data, dedicated internet connections must be established both between Chilean and Brazilian institutions, and between University of Chile and the Chilean Weather Office.

· Between Chile and Brazil there is a connection at 90 Mbps provided by the Chilean Network of Universities (REUNA). This connection may be expanded in the near future to 1 Gbps (Utreras, personal communication). Our university has a 6 Mbps access to this network for research purposes.

· A fast dedicated connection (1 Gbps) between the University and the Chilean Weather Service will be hired through this project. This will ensure fast and reliable data transference to the end user. i.e., DMC, and it will allow the actual connection of the cluster at the DMC and that at the CMM, increasing booth’s institutions computer power and the integration of those resources under grid computing.
Part of the project activities will address the way to maintain and increase the internet connections required for the maintenance of the chemical weather forecast service at the DMC. Also, the ways in which this computational network can be expanded to other networks will be explored; of particular interest will be that promoted by PRAGMA and those under study with the European Union. 
In addition, we will design a suitable strategy for parallelization of the chemical dispersion model, POLAIR. This will consider the traditional approach of parallelization used in atmospheric science, i.e., parallelization based on an appropriate splitting of the domain, and also more novel approaches based on object oriented and modularization techniques.
4 Objectives and approach
4.1 Objectives
4.1.1 General objectives

· To transfer and establish front line parallel and distributed computing technology for chemical weather forecast and climate modeling in Chile both for scientific and operational use, and identify uses and new services and products to be provided by the Chilean Weather Service related to climate and chemical weather forecast
· To increase the critical mass of professionals and scientists in the areas of parallel computing, climate, and chemical weather  forecast
4.1.2 Specific objectives
Parallelization and grid computing
· To design a suitable communication network for operating on-line chemical weather forecast, coupling the clusters at use the Center for Mathematical Modeling (CMM) and the Chilean Weather Office (DMC), and the data provided by the Brazilian Center for Weather and Climate (CPTEC).

· To gain expertise in coupling and modularization of complex models by employing the model RCAO, which uses OASIS for coupling a meteorological model (RCA) with an oceanographic one (O).

· To acquire and access expertise in parallelization of complex models by means of designing and starting the implementation of a suitable parallelization strategy for the sequential model POLAIR
· To assess the feasibility of using higher abstraction levels like Aspect Oriented Programming in the design and implementation of parallelized climate and atmospheric applications distinct from the conventional procedural approach.
Meshes

· To generate and implement mixed element meshes for the modeling of air pollution distribution in cities
· To identify areas of use and ways to integrate mixed element meshes for climate and air quality applications in Chile

Data mining

· To perform exploratory analysis of the results of the climate and atmospheric runs for dimensionality reduction and visualization. 

· To explore the possibility of performing predictive modeling for air quality or other phenomena of interest.

· To get acquainted in spatial data mining, particularly for finding interesting and useful patterns in satellite data.
Climate modeling 

· To provide accurate regional emissions and climate change scenarios for Chile, with emphasis on the evolution of air quality in large urban centers, and the impacts of anthropogenic and natural emissions on the extensive stratocumulus deck off the coast over Central and Northern Chile

· To improve and up date emission inventories by means of inverse modeling and adjoint techniques

· To implement and test simple (e.g., PRECIS) and advanced (e.g., RCAO) regional climate models (RCMs) to produce high-resolution climate scenarios

· To construct and evaluate a model based regional climatology for Chile and adjacent ocean using RCMs by means of dynamical downscaling of global climate models (GCMs) outputs for past (1850), present (2000) and future scenarios (2100).
· To estimate the distribution of oxidized sulfur, both natural and anthropogenic, over the stratatocumulus area over the Southern Eastern Pacific to estimate and assess the potential impact on the properties of the persistent stratus deck (direct and indirect effects) of sulfur aerosols
· To construct a conceptual model of the key biogeochemical processes that are involved the production/consumption of dimethyl sulfide (DMS), emphasizing regional characteristics of the Humboldt Current system and its variability.

· To evaluate, implement and apply regionally adapted parameterizations of DMS emissions for dispersion (MATCH) and climate models (RCAO). 
Chemical Weather Forecast

· To establish operational chemical weather forecast for Chile, with focus on urban centers (e.g., La Serena –Coquimbo, Santiago, Temuco, etc.), using continental scale forecasts, provided on-line by CPTEC, as boundary conditions (This system should be implemented for operational use and testing during the third year of the project).
· To develop efficient numerical methods with theoretical support for the determination of sources from partial measurements in dispersion models, and to constrain model outputs using assimilation of in situ and satellite data.
· To explore the use of outputs of numerical chemical weather forecasts as inputs to various statistical forecast tools at use in urban centers, especially Santiago.
Capacity building and outreach
· To increase the theoretical and practical know-how in Chile regarding parallel and grid computing 
· To promote an integrated and coordinated use of computer resources in Chile under the philosophy of grid computing
· To form new scientists able to develop research within the framework of Earth System Modeling
· To increase the (wo)man power at the Chilean Weather Office able to sustain operational chemical weather forecast and climate applications
· To establish active research networks with leading centers, particularly in Chile and South America, functional to Earth System Modeling
4.2 Methodological approach and organization
Our activities will be developed under four technical and two administrative work packages (WPs). Each of these WPs will be coordinated by a senior researcher who will also participate in the WP responsible for the whole coordination, realization and synthesis of the project. This will facilitate the communication among the groups and disciplines represented in each WP. Also, this will allow a more efficient control of the project’s development. In addition to the WPs and to the review process defined by FONDEF, we will establish a panel of external reviewers. This external panel should act as an advisory group that, beyond technical and scientific aspects, provides guidance for a better use and application of the tools and data to be produced by this project. Thus, we will invite senior scientists and stake holder to be a part of that panel. A diagram of the WPs and their interconnections is sketched in Figure 2. A brief description of the activities to be developed by each WP is described in the next subsection. A summary of these activities is presented in Table 2.
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Figure 2. The project’s organizational structure.

4.2.1 Work package 1 (WP1): Computing

This work package is pivotal for all activities as it provides the theoretical and technological basis for the implementation of parallel and distributed computing, which is needed for the applications in climate and chemical weather. There are two work-lines within this WP. On the one hand, theoretical and design questions, and on the other hand, technical aspects and deployments of software and tools.

a) Theory and development.  In this sub WP, research and capacity building actions will study the following themes:

· Design and development of communications and networks. Emphasis will be given to identifying the ways in which such a computational network can be sustained and expanded to other networks, particularly those promoted by PRAGMA and those under study with the European Union. 

· Review and design of parallelization algorithms for complex systems. 

· Mixed element meshes over complex topographies and cities. In order to generate mixed element meshes for the modeling of the pollution distribution in cities, we will have to develop new modules to: read the geometry of the cities; read new user requirements and boundary conditions; extend the current mesh generation algorithms to handle geometries that have not been considered yet; write the mixed element mesh with the control volumes as required by the prototype software simulator.

· Data mining for environmental data. Appropriate data mining engines and procedures will be identified and implemented, with emphasis on air quality data, both in situ and remote, for climate and chemical weather applications

b) Technical support and deployment. This group of researchers and technicians will provide technical support for the development and implementation of software (programming), including coupling engines, deployment of networks, etc.. Also, this group will address the maintenance of internet connections required for a one-year pilot implementation of chemical weather forecast service at the DMC. 

Results and products expected from this WP are:

· Implementation and maintenance of a an adequate communication network for the clusters at use at the University of Chile and that at the Chilean Weather Service, and for data transference from centers abroad, particularly the Brazilian Center for Climate and Weather.
· Code development and adaptation for parallel and grid architectures and object oriented paradigms, and for implementation of new meshes and data mining engines.
4.2.2 Work package 2 (WP2): Climate modeling

· Downscaling of global climate scenarios. The methodology for obtaining regional climate change information consists essentially of two parts: 1) The reconstruction of the present day climate state over Chile using high resolution models (RCMs); and 2) evaluation of the response of the climate system to the changing anthropogenic forcing. Accordingly the steps involved in applying this methodology include the following:

· Validation of the global model output for present day climate against reanalysis and available observational datasets. Aspects that will be evaluated are: annual cycle, leading modes of variability, representation of large-scale features that determine the regional climate, such as the South Pacific anticyclone.
· Perform a control simulation over a period of 10 years for present day climate with a regional climate model, forced by the global model. Obtain model statistics of the present day model climate. i.e., the mean state, variability, frequency of extreme   events. The same models will be used to perform high resolution simulations of at least one future climate scenario, using boundary conditions from a reliable global projection which includes greenhouse- and aerosol forcings.  The new model statistics (mean state, variability and extreme events) will be compared with the RCM simulations for present climate to assess differences between the present and future according to the model simulations.
By applying this methodology it is ensured that the inherent uncertainties associated with the predictions are both minimized and understood, so as to construct the most robust the future climate state, within the existing computer resource limitations.
· Emission scenarios. Present day emission scenarios will be compiled and reviewed. These emissions scenarios will be evaluated by various forward and inverse modeling techniques, using in situ and remotely sensed data, and they will be reconciled with available local and global emission inventories. Past and future scenarios and trends will be estimated using numerical and statistical approaches, based on technological and socio-economic change following the IPCC scenarios. 

· Implementation of regional scale climate models. Two models will be implemented. The RCAO model will be deployed at the cluster of the CMM, whereas the PRECIS model will be compiled at the DMC. Several tests should be conducted to choose a best parallelization strategy of RCAO in terms of the choice of adequate sub-domains to split the full domain into.
· Statistical tool for seasonal forecasting. 1) Current seasonal forecast procedures at the DMC will be revised and improved by incorporating statistical analysis that allow us to find better correlations between atmospheric/oceanic indices such as SOI (Southern Oscillation Index), MEI (Multivariate ENSO Index), MJO (Madden and Julian Oscillation); and meteorological variables in Chile. Statistical techniques like correlations, regression, empirical orthogonal functions and others will be used as necessary. 2) Examination of the Model Statistical Outputs (MOS) of operational numerical models used by many modeling centers and research group will be explored for application in seasonal forecast. 3) Regional numerical model available for this project will be used for downscaling of the results of global seasonal predictions. This will be a preliminary activity that looks for examining the feasibility of using and adapting the operational model like the MM5, in a seasonal model. Depending on the computer capability the seasonal model will run from an initial state up to 3 months and/or it will be nested to a global seasonal model outputs. 

· Implementation of air-sea exchange and DMS flux parameterizations. Available parameterizations of air-sea exchange used in climate models will be reviewed, with emphasis on DMS influx to the atmosphere, and the applicability of such parameterizations to up-welling region along the Humboldt Current. 
Results and products expected from this WP are:

· Past, present and future spatially and temporally disaggregated emissions for Chile for various species including oxidized sulfur and nitrogen, organic compounds, etc. 
· Evaluated high-resolution past (1850-1860), present (2000-2010), and future (2100-2110) climate scenarios for Chile and the adjacent ocean
· Validated Regional climate models and trained staff in the use of those models
· An up-dated statistical method for seasonal prediction up to 3 month ahead, for precipitation and air temperature, including MOS techniques

· Conceptual model of relevant biogeochemical processes along the Humboldt Current and implementation of an appropriate DMS flux parameterization.
4.2.3 Work package 3 (WP3): Chemical weather
· Implementation of an operational chemical weather forecast system. The implementation of such a system involves a number of activities: 1) Compilation of codes under a parallel environment; 2) Establishment of appropriate couplers and format translators for communicating data among different models (software); 3) Establish adequate mechanisms for transference of data from CPTEC to be used as boundary and initial conditions; 4) Selection of domain and resolution over selected cities for test operational use. 
· Evaluation and implementation of inverse modeling techniques. 
· Test and evaluation of a new service. For a one-year period daily air quality forecast will be performed for selected cities. These forecasts will be compiled and analyzed by means statistical techniques, including data mining.
Results and products expected from this WP are:

· An on-line operational system for chemical weather forecast
· Up-dated emission inventories and optimization techniques

· Evaluated model outputs suitable for re-analysis purposes for selected cities
4.2.4 Work package 4 (WP4): Coordination and synthesis

In addition to the project’s directors and the institutional representatives, a representative of each WP will participate in this group. This group will meet periodically and exchange information among the WPs, facilitating synergetic interactions within and among the groups, as well as with external actors. Thus, the WP will have a coordinating and informative role. It will also be responsible for synthesizing the results and advances in writing, and of the coordination of workshops and work meetings. Furthermore, it will interact with the external review panel and ensure their advice and review reaches all participants.
Results and products expected from this WP are:

· Bi-monthly internal advancement reports

· Coordination and organization of workshops and meetings, both internal and for diffusion purposes

· Report writing for FONDEF and coordination for the production of peer-reviewed literature
4.2.5 Work package 5 (WP5): Administration

This WP will consist of two professionals, a secretary, and the project’s directors. One of the professionals will be in charge of the administration of resources and its due account at the university and for the funding agency. A second professional will explore the design of an appropriate business management structure to provide new products at the Chilean Weather Office, with emphasis in chemical weather forecast.

Results and products expected from this WP are:

· Accounting reports
· Business design for chemical weather forecast
· Maintenance of a web-page

4.2.6 External panel review and advice

As stated earlier, we will establish a panel of external reviewers who, together with the coordination and synthesis WP, and the reviewers determined by FONDEF, will provide advice and guidance regarding a better use and application of the tools and data to be produced by this project. We will invite experts and stake holders who are not directly involved in this project to participate in this panel. This will occur through periodic meetings and small seminars and workshops (at least 3 per year), and work meetings. We have already contacted potential members in Chile and elsewhere. For instance the National Commission for the Environment (CONAMA), the National Center for the Environment (CENMA); Geophysics Department, University of Chile (DGF); the Chilean Network for Communications and Technology (REUNA), the Center for Oceanography for the South Pacific (COPAS), etc. Foreign advice is expected to occur through the various networks in which the participants are involved.
Table 2. Activities and timeline

	Activities 
	Semester

	
	1
	2
	3
	4
	5
	6

	WP 1 Computing
	
	
	
	
	
	

	Design and development of communications and networks
	x
	x
	x
	x
	
	

	Review and design of parallelization algorithms for complex systems
	x
	x
	x
	x
	
	

	Mixed element meshes over complex topographies and cities
	x
	x
	x
	x
	
	

	Review and design of data mining for environmental data for climate and air quality data 
	x
	x
	x
	x
	
	

	Implementation and test of network, algorithms and software
	x
	x
	x
	x
	x
	

	Synthesis and report
	x
	x
	x
	x
	x
	x

	
	
	
	
	
	
	

	WP2 Climate modeling
	
	
	
	
	
	

	Building past, present and future scenarios for natural and anthropogenic emissions
	x
	x
	x
	
	
	

	Implementation and test of RCMs: RCAO and PRECIS
	x
	x
	
	
	
	

	Running and evaluating downscaling of climate scenarios
	x
	x
	x
	x
	x
	x

	Evaluation and implementation of air-sea exchange and DMS parameterizations
	x
	x
	x
	x
	x
	x

	Running and evaluating air quality scenarios
	
	
	
	x
	x
	x

	Synthesis and report
	x
	x
	x
	x
	x
	x

	
	
	
	
	
	
	

	WP3 Chemical Weather
	
	
	
	
	
	

	Implementation, test and evaluation of POLAIR 
	x
	x
	
	
	
	

	Coupling CPTEC outputs and MM5-POLAIR system
	x
	
	
	
	
	

	Establishing appropriate assimilation and inverse modeling techniques
	x
	x
	x
	x
	
	

	Implementation and test of chemical weather forecast
	
	
	x
	x
	
	

	Operational run and evaluation of chemical weather forecast system
	
	
	
	
	x
	x

	Synthesis and report
	x
	x
	x
	x
	x
	x

	
	
	
	
	
	
	

	WP4  Coordination and synthesis
	
	
	
	
	
	

	Preparing internal and external reports, synthesizing results
	x
	x
	x
	x
	x
	x

	Coordinating meetings and workshops 
	x
	x
	x
	x
	x
	x

	Management and coordination 
	x
	x
	x
	x
	x
	x

	Coordinating external reviews
	
	x
	
	x
	
	x

	Coordinating capacity building activities
	x
	x
	x
	x
	x
	x

	
	
	
	
	
	
	

	WP5 Administration
	
	
	
	
	
	

	Administrative management
	x
	x
	x
	x
	x
	x

	Accounting reports
	x
	x
	x
	x
	x
	x

	Business design for chemical weather service
	
	
	
	x
	x
	x


4.3 Participants
4.3.1 Chilean counterparts

The Chilean partners belong to two institutions: University of Chile, Faculty for Physical and Mathematical Science (Engineering), and Chilean Weather Service

Researchers associated to University of Chile belong to different departments and institutes, covering a vast range of expertise in science:

· Center for Mathematical Modeling

· Laura Gallardo (Project’s director), PhD in Chemical Meteorology, Atmospheric Modeling

· Axel Osses, PhD in Applied Mathematics, Differential equations and control

· Jaime Ortega, PhD in Applied Mathematics, Differential equations and control

· Gonzalo Hernández, PhD in Applied Mathematics, Parallel Computing and Cellular automata

· Department for Computer Science

· José M. Piquer, PhD Computer Science, Parallel Computing

· Nancy Hitschfeld, PhD Computer Science, Geometric computing 

· Luis Mateu, PhD Computer Science, Distributed computing

· Carlos Hurtado, PhD Computer Science, Data Mining

· Department for Mechanical Engineering

· Mauricio Osses, PhD Mechanical Engineering, Mobile emissions

· Department of Geophysics

· José Rutllant, PhD Meteorology, Climatology and stratocumulus

In addition, we will count with the collaboration of two younger researchers who have finished post-doctoral fellowships in Chile and in the United States of America:

· Maisa Rojas, PhD Atmospheric Science, Climatology and dynamical downscaling

· Rodrigo Torres, PhD Chemical Oceanography, Ocean atmosphere exchanges and biogeochemical cycles

Also, a senior researcher from the technical University, Santa María in Valparaíso, Chile will collaborate with us, namely:

· Luis Salinas, PhD Applied Mathematics, Scientific computation

Researchers associated to the Chilean Weather Service develop their professional and research activities within the sections of Operational Forecast and Climatology

· Jorge Carrasco, PhD Meteorology, Climatology 

· Juan Quintana , MSc Atmospheric Science, Climatology

· Enrique Garrido, Senior Meteorologist, Numerical Forecast

· Ricardo Alcafuz, Senior Meteorologist, Numerical Forecast

In addition, the Chilean team will consider post-graduate students and junior meteorologists. Also, the project will count with two engineers in charge of computer resources:

· Juan Carlos Maureira, Informatics at the Center for Mathematical Modeling

· Marcelo Cerda, Informatics at the Chilean Weather Office

Finally, the institutional representatives from the Chilean Weather Office are:
· Myrna Araneda, Senior Meteorologist, Director of the Climatology Department

· Alejandro Muñoz, Senior Meteorologist, Director of the Forecast Department

The roles of the participants in the different WPs have been preliminarily identified as follows.
WP 1 a Computing, theory and development

Gonzalo Hernández

José Miguel Piquer

Nancy Hitschfeld (Coordinator)

Carlos Hurtado

Luis Salinas

WP 1 a Computing, technical support and deployment

Ricardo Alcafuz

Marcelo Cerda

Gonzalo Hernández (Coordinator)

Juan Carlos Maureira

Luis Salinas

WP 2 Climate modeling

Jorge Carrasco

Laura Gallardo (Coordinator)

Jaime Ortega

Axel Osses

Mauricio Osses

Juan Quintana

Maisa Rojas

José Rutllant

Rodrigo Torres

WP 3 Chemical Weather

Ricardo Alcafuz

Laura Gallardo

Enrique Garrido (Coordinator)
Jaime Ortega

Axel Osses

Mauricio Osses

WP 4 Coordination and synthesis

Myrna Araneda

Jorge Carrasco

Laura Gallardo (Director/Coordinator)
Gonzalo Hernández

Nancy Hitschfeld

Alejandro Muñoz

José Rutllant

WP 5 Administration

Jorge Carrasco

Laura Gallardo (Director/Coordinator)

NN, senior administrator/accountant

NN, industrial engineer

NN, secretary
4.3.2 Foreign counterparts

The foreign counterparts are linked to various research projects and networks.  A few individual are identified as key contact people. Also, the common projects or networks and the research areas are briefly summarized. The expected contributions and exchanges are also indicated.

South America

Centro de Previsão de Tempo e Estudos Climáticos (CPTEC), Brazil

Collaboration with CPTEC has been established through three projects:

· A Europe-South America Network for Climate Change Assessment and Impact Studies (CLARIS, 2004-2007)

· Urban Mobile Emissions in South American Cities (UMESAM, 2004-2005)

· South American Emissions, Megacities, and Climate (SAEMC, Proposal 2005-2008)

These projects involve atmospheric modeling, assimilation techniques and downscaling of climate scenarios. 

Key-contacts

· Dr. Saulo Freitas

· Dr. Karla Longo

· Dr. Carlos Nobre

The expected contributions from CPTEC are:

· Providing boundary conditions for the implementation of an operational chemical weather forecast system to be operated at the Chilean Weather Office.

· Capacity building opportunities through short (1-2 weeks) and mid term (1-3 months) stays of Chilean students and researchers at CPTEC and of CPTEC researchers in Chile.

Universidad Nacional de Córdoba (UCOR), Argentina

Collaboration with UCOR has is expected to occur through:

· South American Emissions, Megacities, and Climate (SAEMC, Proposal 2005-2008)

· Air quality modeling and forecast (CONESUD proposal)

These projects involve atmospheric modeling, with emphasis on inverse and assimilation techniques for air quality models.

Key-contact

· Dr. Germán Torres

The expected contributions from UCOR:

· Implementation of data assimilation (Kalman filtering) for the chemistry, transport and deposition model to be adopted at the Chilean Weather Office for operational purposes

· Capacity building opportunities through short (1-2 weeks) and mid term (1-3 months) stays of Chilean students and researchers at UCOR and of UCOR researchers in Chile.

North America

Pacific Rim Application and Grid Middleware Assembly (PRAGMA), USA

Collaboration with PRAGMA has been started in 2004, and it aims at the incorporation of CMM’s computers resources to the PRAGMA grid computing network.

Key-contact

· Dr. Peter Arzberger (U San Diego)

The expected contributions from PRAGMA:

· Provide expertise and advice regarding parallel and distributed computing

· Capacity building opportunities through short (1-2 weeks) stays of Chilean students and researchers at PRAGMA and of PRAGMA researchers in Chile.

National Center for Atmospheric Research (NCAR), USA

Collaboration with NCAR has taken place through:

· Urban Mobile Emissions in South American Cities (UMESAM, 2004-2005)

· South American Emissions, Megacities, and Climate (SAEMC, Proposal 2005-2008)

Key-contact

· Gabrielle Pétron

The expected contributions from NCAR:

· Implement appropriate inverse modeling techniques for atmospheric models, with emphasis in satellite data and products

· Capacity building opportunities through short (1-2 weeks) stays of Chilean students and researchers at PRAGMA and of PRAGMA researchers in Chile.

Europe

France

Ecole Nationale de Ponts et Chaussées (ENPC) & Institut National de Recherche en informatique et en authomatique (INRIA), France

Projects in common:

· “Application and development of inverse modeling techniques to air quality monitoring network design” (2002-2006)

· Air quality modeling and forecast (CONESUD proposal)

Key-contacts

· Dr. Bruno Sportisse

· Dr. Isabelle Herlin

· Dr. Jean-Pierre Issartel

· Dr. Jean-Paul Berroir

The expected contributions from ENPC/INRIA:

· Transference of chemical weather forecast model “POLAIR“ to the Chilean counterparts

· Capacity building opportunities through short (1-2 weeks) stays of Chilean students and researchers at ENPC/INRIA and of ENPC/INRIA researchers in Chile.

Laboratoire d’Optique Atmosphérique, LOA, Francia

Project in common:

· Impacts of natural and anthropogenic aerosols on the stratocumulus deck off Chile (2004-2006)

Key-contacts

· Dr. Olivier Boucher

The expected contributions from LOA:

· Transference and support in the development of appropriate parameterizations of biogenic sulfur emissions to be applied in regional dispersion and climate models

· Capacity building opportunities through short (1-2 weeks) stays of Chilean students and researchers at LOA and of LOA researchers in Chile.

Germany

Max Planck Institute for Meteorology (MPI-H), Germany

Collaboration with MPI-H has been established through:

· A Europe-South America Network for Climate Change Assessment and Impact Studies (CLARIS, 2004-2007)

Key-contacts

· Dr. Guy Brasseur

· Dr. Claire Granier

The expected contributions from MPI-H:

· Transference, advice and assistance for the implementation of the regional model REMO

· Transference of global and continental climate scenarios to be used as boundary conditions for regional scale climate simulations

· Advice on appropriate inverse modeling techniques for emission estimates

· Capacity building opportunities through short (1-2 weeks) stays of Chilean students and researchers at MPI-H and of MPI-H researchers in Chile.

Sweden 

Swedish Meteorological and Hydrological Institute (SMHI), Rossby Centre, and Department of Meteorology, Stockholm University (MISU), Sweden

There is a long tradition of collaboration with SMHI, the Rossby Center and MISU. Projects in common:

· Strengthening of the Air Quality Information System (Working area 2): Application of a regional-scale model over the central part of Chile (1998-2000)

· CONICYT-FONDECYT 1030809, 2003-2006: Stratosphere-Troposphere Exchange processes and their impact on the ozone balance in the subtropics of the Southern Hemisphere: A multi-scale integrated study based at Cerro Tololo (30ºS, 70ºW, 2200 m.a.s.l).

Key-contacts

· Dr. Annica Ekman

· Dr. Joakim Langner

· Dr. Markku Rummukainen

The expected contributions from SMHI/MISU:

· Transference, advice and assistance in the implementation of the parallelized version of the regional climate model RCAO, including parameterizations of sulfur aerosols and their interactions with stratocumulus clouds

· Capacity building opportunities through short (1-2 weeks) stays of Chilean students and researchers at SMHI/MISU and of SMHI/MISU researchers in Chile.

4.4 Products and milestones

Thus, through the various activities described earlier, and the connections and interactions among our partners, we can identify a number of products and results that are summarized in Table 3. An approximation of the character of each result and product, i.e., research (R), technological transfer (TT), capacity building (CB), and outreach (OR) is also indicated in Table 3. It must be pointed out though that since this project integrates all these aspects, it is very difficult to classify the products and results in a definite way under one characteristic.
A few milestones can be clearly identified at this stage but some other will emerge along with the project’s development. These are (in parentheses milestone’s month of achievement):
1. Kick-off meeting (3)
2. Selection of students and trainees associated to the project and establishment of an external panel for review and advice (2)
3. Publication of a webpage for internal use and for outreach and capacity building (3)

4. Deployment of fast communication networks between University of Chile and the Chilean Weather Service (4)
5. Interconnection over the internet with foreign institutions involved in the project’s network (6)
6. Climate models are implemented and downscaling simulations started (18)

7. Chemical weather forecast system starts its operational use (25)  

8. Work meetings with external panel (3,9,15,21,27,35)
9. Internal work-meeting with all WPs (2,4,6,...36)

10. Annual report to FONDEF (12,24, 26)
11. Annual workshop (10,22,34)
12. Closure meeting and international conference (36)
Table 3. Project’s results and products

	Product/Result
	Character

	1. Implementation and maintenance of a an adequate communication network for the clusters at use at the University of Chile and that at the Chilean Weather Service, and for data transference from centers abroad, particularly the Brazilian Center for Climate and Weather (CPTEC)
	TT, R

	2. Code development and adaptation for parallel and grid architectures and object oriented paradigms, and for implementation of new meshes and data mining engines.
	TT, R

	3. Past, present and future spatially and temporally disaggregated emissions for Chile for various species including oxidized sulfur and nitrogen, organic compounds, etc. 
	TT, R

	4. Evaluated high-resolution past (1850-1860), present (2000-2010), and future (2100-2110) climate scenarios for Chile and the adjacent ocean
	TT, R

	5. Validated Regional climate models and trained staff in the use of those models
	TT, CB

	6. An up-dated statistical method for seasonal prediction up to 3 month ahead, for precipitation and air temperature, including MOS techniques
	R

	7. Conceptual model of relevant biogeochemical processes along the Humboldt Current and implementation of an appropriate DMS flux parameterization.
	R

	8. An on-line operational system for chemical weather forecast
	TT,CB, R

	9. Techniques and methodologies for up-dating and optimizing emission inventories
	TT, R

	10. Evaluated model outputs suitable for re-analysis purposes of air quality for selected cities
	TT, R, OR

	11. New joint research propositions
	R

	12. Coordination and organization of workshops and meetings, both internal and for diffusion purposes
	OR

	13. Business design for chemical weather forecast
	TT,OR

	14. Increased (wo)man power in Academia and the Chilean Weather Service
	CB

	15. Reports, web page and publications in peer-reviewed journals and conferences
	R, OR


5 Costs and benefits
A very rough estimate of costs, i.e., the contribution expected from this research grant (FONDEF), is presented below. In-kind contributions from the participant Chilean institutions are basically infrastructure, computer power, and personnel. The overall FONDEF contribution cannot exceed 450.000 M$ (ca. 750 kUS$), and the in-kind contribution is expected to be similar or larger to that amount. Additional fellowships for students could be obtained via IAI if we succeed in our application. Also, we assume that ongoing exchange projects will provide complementary resources for trips and per-diem.
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Annex 1. Models 

Here we briefly describe modeling tools already or about to be implemented in the participating Chilean institutions and that will be used in this project. For references please see the main text. 
· RCAO. RCAO is the Rossby Centre regional Atmosphere-Ocean model (Döscher et al. 2002), incorporating the Rossby Centre Regional Atmosphere Model, RCA (Rummukainen et al. 2001, Jones et al. 2004), and the Rossby Centre Regional Ocean Model, RCO (Meier et al. 2003). It also includes a river routing routine based on a large-scale application of the HBV hydrological model from Bergström et al. (1973) and Lindström et al. (1997), and accounts for lakes and lake systems following Ljungemyr et al. (1996) and Omstedt (1999). The coupler software is based on Valcke et al. (2000). The component models RCO and RCA exchange relevant fields of state variables and fluxes via a coupler program, OASIS. This set up limits modifications in the component models to interface routines. The effort of exchanging component models is small in comparison to all-in-one models. The coupling interface is under constant evolution. The hydrological and lake components are more tightly integrated with RCA. RCAO has been developed, evaluated and applied for Northern Europe. Its components, especially RCA and HBV, have been applied also on other regions. The latter has improved model evaluation possibilities by widening the range of conditions under which the model is tested, and facilitated benefiting from special observational data sets. 

· PRECIS. The Hadley Centre in the United Kingdom has developed a regional climate model that can be run on a PC and can be applied easily to any area of the globe to generate detailed climate change predictions. The intention is to make this modeling system, PRECIS (Providing Regional Climates for Impacts Studies), freely available to groups of developing countries so that climate change scenarios can be developed at national centers of expertise.

· MM5. The PSU/NCAR mesoscale model (known as MM5) is a limited-area, non-hydrostatic, terrain-following sigma-coordinate model designed to simulate or predict mesoscale atmospheric circulation (Grell et al, 1995). The model is supported by several pre- and post-processing programs, which are referred to collectively as the MM5 modeling system. The MM5 modeling system software is mostly written in FORTRAN, and has been developed at Penn State and NCAR as a community mesoscale model with contributions from users worldwide. The Fifth-Generation NCAR / Penn State Mesoscale Model (MM5) is the latest in a series that developed from a mesoscale model used by Anthes at Penn State in the early 70's that was later documented by Anthes and Warner (1978). Since that time, it has undergone many changes designed to broaden its usage. These include (i) a multiple-nest capability, (ii) non-hydrostatic dynamics, which allows the model to be used at a few-kilometer scale, (iii) multitasking capability on shared- and distributed-memory machines, (iv) a four-dim. This model has been widely applied around the world, and it is operationally used at the Chilean Weather Service and University of Chile (Department of Geophysics). This system is nowadays evolving towards a chemical weather forecast tool under the National Center for Atmospheric Research in the United States of America (http://www.wrf-model.org/).
· POLAIR. Polair is an Eulerian three-dimensional chemistry-transport model developed at ENPC (École Nationale de Ponts et Chaussées, ENPC). It includes size resolved aerosols and various chemical mechanisms for gaseous photochemistry, and mercury chemistry (e.g., Mallet and Sportisse, 2004). A major advantage of Polair is the tangent linear mode and the adjoint mode that are entirely generated by automatic differentiation. The availability of those modes enables to get sensitivities with respect to most parameters and to put into practice virtually any data-assimilation method involving the derivative of some output variables with respect to some input parameters. The modularity of Polair has been strengthened by computing all parameterizations in preprocessed steps. As such, Polair only is a numerical platform for solving advection-diffusion-reaction partial differential equations. The physical parameterizations are computed by the library AtmoData (Mallet, 2004) and the FORTRAN files describing chemical kinetics are automatically generated by an appropriate preprocessor (SPACK: Simplified Preprocessor for Atmospheric Chemical Kinetics, Djouad et al., 2002). Polair has been used for passive transport by Issartel et al. (2003), for impact at European scale, for photochemistry by Sartelet et al. (2002) and mercury chemistry by Roustan et al. (2003).

· MATCH. MATCH is the acronym for Multiscale Atmospheric Transport and Chemistry Model, and it has been developed by the Swedish Meteorology and Hydrology Institute (SMHI). MATCH models the basic processes of atmospheric transport, governing sources, sinks and transformation of atmospheric trace constituents in a three-dimensional framework (Robertson et al., 1999). The model is Eulerian and can be configured with an arbitrary number of layers in the vertical and for different geographical areas with different resolution. Depending on application, specific modules describing physical or chemical transformation processes are added to the basic model. The model is driven by meteorological data taken from operational numerical weather prediction models. MATCH has been applied previously to various environmental assessments, research studies as well as in routine application for emergency response for nuclear accidents (e.g., Robertson et al., 1995; Langner et. al., 1998 a; Langner et al, 1998 b; Engardt and Holmén, 1999; Zunckel et al, 2000; Engardt, 2001; Olivares et al, 2002; Gallardo et al, 2002; Gidhagen et al, 2002; Tilmes et al, 2002; Charmichel et al, 2002; Eneroth et al, 2003). 
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