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BEFORE YOU START…

1. This is intended as a revision text. You cannot pass the exam by reading this text alone. Don’t underestimate the exam! In my view, about 240 hours of study are needed to acquire the knowledge base which is tested in this exam.

2. I’ve designed this to be viewed on-screen (lots of clickable links, typeface optimised for screen etc.) 
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EPIDEMIOLOGY

Epidemiology is the study of how diseases are patterned in human populations – patterns in time; patterns in place; patterns by age and sex; social and other patterns. 

http://www.bmj.com/epidem/ : Epidemiology for the uninitiated

Jerry Morris listed seven uses of epidemiology. He wrote over 50 years ago but the list still works today: 

1. Historical trend – why is breast cancer mortality declining? Why is autism on the increase?
2. Community diagnosis – what are the main causes of mortality and morbidity in our population?
3. “Individual chances” – and what are risks to the individual – who smokes, takes exercise, has a particular genome?
4. Operational research - how well are our health services are working?
5. Completing the clinical picture – what is the full spectrum of disease? Can we separate ‘hypertensive’ from ‘not hypertensive’ or is it a continuous spectrum of risk?
6. Identification of syndromes – Morris pointed out that the social class gradient for gastric ulcer was different from the gradient for duodenal ulcer: so ‘peptic ulcer’ is two different syndromes. 
7. Clues to causes. 
Morris JN Uses of epidemiology Br Med J. 1955 August 13; 2(4936): 395–401
Epidemiological studies: design 

There are four basic questions to ask about how disease is patterned in human populations, and to these correspond the four basic types of study design: 

· How much of this is there? – descriptive surveys
· Why have some people got this and other people not got it? – case and comparator (control)
· What happens over time to people with different starting levels of some factor? – cohort; 

· What happens if we change something? – intervention trials if we have introduced the change deliberately; interrupted time series if we are merely watching the effect of someone else’s change (such as a new law)

Surveys are used to measure the prevalence of diseases and conditions in a population. This includes diseases such as multiple sclerosis, but more commonly nowadays things like smoking, alcohol and exercise behaviour. Famous surveys in England include General Household Survey (now defunct) and the Health Survey for England. 

Repeat surveys can give trend data: we know that smoking has declined over the past 30 years because smoking questions were included every other year in the General Household survey. 

http://www.socialresearchmethods.net  This is wordy but comprehensive on research design and analysis, including surveys and qualitative studies (thanks to Jim Sherval for this one). 

Case control studies start with a group of cases of some disease or condition, often something rare and new. 

It would be more accurate to call them case-comparison studies because the basic method is to look at the cases and say ‘in what ways are the cases different from some comparison group? What distinguishes the one group from the other in life history or exposures?’

Case control studies are good for answering the question ‘What caused this?’ Famous examples include the investigation of cases of childhood leukaemia near Sellafield in Cumbria, and cases of the very rare cancer adeno-carcinoma of vagina that started to be seen in the USA in the 1970s. The difference between the young women with vaginal adenocarcinoma and their comparison group was that the mothers of cases had taken stilboestrol during the pregnancy, but the mothers of the controls had not. 

A L Herbst, H Ulfelder, and D C Poskanzer Adenocarcinoma of the vagina. Association of maternal stilbestrol therapy with tumor appearance in young women. The New England journal of medicine 284 (15), 878-81 (15 Apr 1971)

M J Gardner et al. Methods and basic data of case-control study of leukaemia and lymphoma among young people near Sellafield nuclear plant in West Cumbria. BMJ (Clinical research ed.) 300 (6722), 429-34 (17 Feb 1990)

M J Gardner et al. Results of case-control study of leukaemia and lymphoma among young people near Sellafield nuclear plant in West Cumbria. BMJ (Clinical research ed.) 300 (6722), 423-9 (17 Feb 1990)

Cohort studies start with a group of people – the cohort. Measurements are made at time zero (baseline). The cohort is then followed up to see what happens. Famous examples include Sir Richard Doll’s cohort of British doctors (smoking habit measured at baseline), the cohort of people living in the town of Framingham, Massachusetts (smoking, blood pressure, cholesterol etc measure at baseline) and the cohorts of British civil servants (the ‘Whitehall’ I and II cohorts). These studies show how groups in the cohort with different levels of a characteristic such as cholesterol end up having different rates of, say, ischaemic heart disease. 
Cohort studies are also useful to study what happens if something unusual happens - a rare exposure - to a group of people. The most famous examples of this is the cohort of people who were survived the atomic bomb explosions at Hiroshima and Nagasaki, and more recently the 9/11 survivors.  

Richard Doll et al. Mortality in relation to smoking: 50 years' observations on male British doctors. BMJ (Clinical research ed.) 328 (7455), 1519 (26 Jun 2004)

E G Rael et al. Sickness absence in the Whitehall II study, London: the role of social support and material problems. Journal of epidemiology and community health 49 (5), 474-81 (Oct 1995)

Jordan HT et al. Mortality among survivors of the Sept 11, 2001, World Trade Center disaster: results from the World Trade Center Health Registry cohort. Lancet 398; 879 - 887, 3 September 2011 doi:10.1016/S0140-6736(11)60966-5


Surveys, case-control studies and cohort studies do no more than describe or observe people and take measurements – they are all descriptive or observational studies. 

The problem with observational studies is that you can never be quite sure. A lot of observations had been made that people with high levels of carotene in the blood were less likely to get cancer – but when a trial was run, giving beta carotene to people at high risk of lung cancer, it was at best useless and perhaps even increased the risk of cancer – 

The effect of vitamin E and beta carotene on the incidence of lung cancer and other cancers in male smokers. The Alpha-Tocopherol, Beta Carotene Cancer Prevention Study Group. The New England journal of medicine 330 (15), 1029-35 (14 Apr 1994)

http://content.nejm.org/cgi/content/full/330/15/1029 

The most famous intervention is the randomised controlled trial – randomised to ensure that the groups are similar at baseline in all possible characteristics, controlled in the sense that there is a comparison group. The comparison or control group may receive nothing, a placebo or usual care. In a blinded trial the patients and investigators or both do not know which subjects received the intervention and which received the placebo – this avoids bias arising from expectations in the subject or researcher about the effects of the intervention. 

A good example was the intervention study which followed many years of observational research which suggested that women who had babies affected with neural tube defect were deficient in folate: 

Prevention of neural tube defects: results of the Medical Research Council Vitamin Study. MRC Vitamin Study Research Group.
Lancet 338 (8760), 131-7 (20 Jul 1991)

Other types of public health intervention: 

Lifestyle interventions: 

Jeffrey Kelly et al. Prevention of HIV and sexually transmitted diseases in high risk social networks of young Roma (Gypsy) men in Bulgaria: randomised controlled trial BMJ 333 (7578), 1098 (25 Nov 2006)

Campbell R et al. An informal school-based peer-led intervention for smoking prevention in adolescence (ASSIST): a cluster randomised trial. http://download.thelancet.com/pdfs/journals/lancet/PIIS0140673608606923.pdf  

Immunisation programmes: 

Andrew Hayward et al. Effectiveness of an influenza vaccine programme for care home staff to prevent death, morbidity, and health service use among residents: cluster randomised controlled trial BMJ 333 (7581), 1241 (16 Dec 2006) doi:10.1136/bmj.39010.581354.55
Screening programmes: 

R A Scott et al. Influence of screening on the incidence of ruptured abdominal aortic aneurysm: 5-year results of a randomized controlled study. The British journal of surgery 82 (8), 1066-70 (Aug 1995)

S Shapiro, P Strax, and L Venet Periodic breast cancer screening in reducing mortality from breast cancer. JAMA : the journal of the American Medical Association 215 (11), 1777-85 (15 Mar 1971)

Area or community interventions: 

Chris Tudor-Smith et al. Effects of the Heartbeat Wales programme over five years on behavioural risks for cardiovascular disease: quasi-experimental comparison of results from Wales and a matched reference area BMJ 316 (7134), 818-22 (14 Mar 1998)

Melhuish e et al Effects of fully-established Sure Start Local Programmes on 3-year-old children and their families living in England: a quasi-experimental observational study. 
http://download.thelancet.com/pdfs/journals/lancet/PIIS0140673608616876.pdf 
Epidemiological studies: execution

Having designed the study we need to execute it well. Some hallmarks of well executed studies are: 

· Surveys – a well validated survey instrument; good sampling methods; high response rates

· Case control studies – clear definition of what we mean by a case (may need ‘possible’ and definite’); suitable controls identified for each case; 
· Cohort study – accurate baseline measurement on all members of the cohort; low attrition (loss to follow up); accurate and full ascertainment of the outcomes of interest
· Randomised studies – groups have similar characteristics at baseline (before we intervened); the intervention faithfully delivered; the comparator group clearly specified and completely unaffected by what happened to the intervention group. 
Expressing the main result

When the research is complete we can analyse the result. Epidemiologists have distinctive ways to express their results. 

Concepts and measures of risk

We talk about risk to an individual but what we measure is the rate in a group of similar people. So if we observe that 50 out of 1000 males aged 55 – 64 have a heart attack, we say that the risk to an individual male aged 55 – 64 is 5 per 1000. 

Richard Doll’s study of British doctors turned up the following result: 

Deaths per 100,000 male doctors per year from lung cancer: 

smokers (>25 per day): 

355

non-smokers: 


14

So the rate of death from lung cancer in the heavy smokers was 25 times as high as the rate in non-smokers. In other words the incidence rate ratio is 25. You don’t often see a characteristic so strongly associated with a particular outcome!

Note that there were some deaths even among the non-smokers. The excess risk, or the risk attributable to being a smoker, in the heavy smokers, compared to the non smokers was 355-14 i.e. 341 deaths per 100,000 per year. 

Note that we can’t at this stage say smoking causes these deaths – we can only say that this is the excess risk associated with being in the category ‘heavy smoker’. So strictly speaking smoking is a marker for risk not yet necessarily a factor in the disease process: a risk marker not a risk factor. See below for how to judge whether an association we observe is likely to be cause and effect. 
We sometimes say things like “90% of lung cancer is caused by smoking”. This is expressing a result as the fraction of disease in a community which we can attribute (statistically) to a particular cause. It is the aetiological fraction, or population attributable fraction. 

The proportion of disease will depend on two things: (a) how common the risk factor is and (b) what the excess risk is associated with that factor. 

1. Let us suppose that 20% of the population are smokers, and the use the data given above on excess risk of lung cancer death in heavy smokers. (Assume for simplicity that there are no mild or moderate smokers!). 

2. Now think about a population of a population of 100,000 people. 

3. If they were all non-smokers, there would be 14 deaths from lung cancer. 

4. Among the 20,000 smokers there is an excess of lung cancer deaths at a rate of 341 per 100,000, i.e. 68 excess in 20,000 smokers. 

5. Overall we have 14 + 68 = 82 deaths, of which 68 are the excess due to smoking. 

6. Thus 68 / 82 = 83% of the lung cancer deaths are ‘due to’ smoking. 

I put the word ‘due to’ in quotes because strictly speaking we can only say that this is the proportion associated with excess risk in smokers. We can’t say on this evidence alone that it is ‘due to’ in the sense of cause and effect. 

Sometimes this is called the population attributable risk (PAR). Here is a meta-analysis of the causes of stillbirth which splits the various causes into population attributable risks. 
Another way of expressing the result of an epidemiological study is the odds ratio. This is typical way to express the result of a case-control study. The odds of the case having something in their background are compared to the odds of someone in a comparison group having that history. 

So for example in investigating an outbreak of food poisoning we might find this:  

It was reported 39/43 cases of S.enteriditis PT4 ate mayonnaise compared to 4/38 controls. 

D J Irwin et al. An outbreak of infection with Salmonella enteritidis phage type 4 associated with the use of raw shell eggs. Communicable disease report. CDR review 3 (13), 179-83 (03 Dec 1993)
First rearrange this data into a table like this: 

	
	Ill (cases)
	Not ill (controls)
	Total

	Exposed e.g. ate mayo
	39
	4
	

	Not exposed 
	4
	34
	


Then: 

Odds of the cases having eaten mayo were 39:4 i.e. about 9.7 / 1

Odds of the comparison group having eaten mayo was 4:34 i.e. about 0.12 / 1. 

So the cases are almost 80 times (9.7 / 0.12 ) as likely to have eaten eggs as the comparison group: the ratio of the two odds is 80, or in short the odds ratio is 80.  

Interventions

Analysis of interventions should (almost) always be on the basis of ‘intention to treat’ i.e. patients are classified according to what was intended when they were randomised not what actually happened. This is because the real life question is "should I allocate this patient for surgery or medical (even if he turns out unfit surgery or fails medicine)?" and not "A year from now will this guy have ended up having surgery / medical…" So people randomised to surgery are analysed as in the ‘surgical’ group even if in fact they didn’t get the operation (e.g. to take an extreme example died on the waiting list). 

If you analyse according to what actually happened it’s called ‘per protocol’. Vaccine trials often use this in addition to intention to treat, to give a more accurate measure of vaccine effect – the comparison is then those who actually got the vaccine against those who (for whatever reason) didn’t. 
One way to present the results of an intervention is the ‘Number needed to treat’ (NNT). You can google ‘Bandolier NNT’ for an article on this. You must specify the exact outcome of interest e.g. ‘prevent one death at 6 months’: the NNT will be different if you specify death at 12 months instead. 

How to calculate NNT (using data from a study of nicotine replacement therapy in smoking cessation): 

Patricia Yudkin et al. Abstinence from smoking eight years after participation in randomised controlled trial of nicotine patch BMJ 327 (7405), 28-9 (03 Jul 2003)

Without NRT: 10% of smokers quit at 12 months 



With NRT: 
17% quit

So the Absolute change is: 
7 more quitters per 100 smokers

So we have to treat 100 

to get 7 more quitters

If that’s what we have to do to get 7 quitters, divide by 7 to get the result for 1 quitter. 

Thus we treat 100/7 (=14)
to get 1 more quitter i.e. NNT = 14

Mathematically the absolute difference between NNT and no NNT is 7 quitters per 100 i.e. 7% or 0.07. The NNT is 1 / 0.07 so the NNT is the reciprocal of the absolute change (risk reduction). 

Interpreting the result 

We now have the result. We need to consider: 

Could this result we obtained be due to 

· Chance? – statistical testing

· Bias?

· Confounding?

· REAL effect?

Even if the result is not due to chance, bias or confounding, that doesn’t prove cause-and-effect. To make that judgement we need some criteria such as those suggested by Bradford Hill (see below). 

Bias

Bias is due to systematic problems in 

· Sample / subjects e.g. non-response, recall etc. It is astonishing what people forget - in one study 20% of subjects forgot that they had had cancer http://jpubhealth.oxfordjournals.org/content/25/4/313.full.pdf . And of course people may lie to you:  Yeatman S, Trinitapoli J.  Best-Friend Reports: A Tool for Measuring the Prevalence of Sensitive Behaviors. Am J Public Health.2011; 101: 1666-1667
Here's a nice demonstration of recall bias in one of the Gulf War studies: Murphy D, Hotopf M, Wessely S. Multiple vaccinations, health, and recall bias within UK armed forces deployed to Iraq: cohort study BMJ 337 (jun30 1), a220 (2008) info:doi/10.1136/bmj.a220
· Measuring instrument. Even questionnaires can be biassed: here’s an example of how the tobacco industry made sure it got the result it wanted!

H Perlstadt and R E Holmes The role of public opinion polling in health legislation. American journal of public health 77 (5), 612-4 (May 1987)

· Observer e.g. information bias etc

There are two special biasses in screening: 

· length bias – because screening is intermittent it will miss diseases which are so aggressive they arise and kill the patient between screening rounds. Screening therefore preferentially detects slowly progressing disease: so more of the cases detected be screening will have a good prognosis. 

· lead time bias – this is easier to understand. Screening detects a disease e.g. cancer early so people survive longer after diagnosis: but the time from disease onset to death may be the same in both groups. Most easily understood with a diagram. 

See graphics on next page. 
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Confounding

Suppose we find that cancer is more common in heavy drinkers. How should we interpret this finding? 

Perhaps the heavy drinkers get more cancer because they are also heavy smokers. If so, smoking is a confounder in this analysis – it is ‘another explanation’ for the finding. 
Another example: in the USA cardiovascular disease mortality is known to be higher in Black people that White people. But is this racial / genetic / ethnic or something else? The relationship is certainly confounded by income because (a) CVD rates are higher in people with low income and (b) a higher proportion of Black people are poor, as we can see in the following dataset: 

Observed result - CVD mortality in Blacks 58.6 vs Whites 43.8  per 10,000 person years http://www.ajph.org/cgi/content/full/95/8/1417 
	Income quartile
	Black (n)
	White (n)
	Black: death 

per 105 PY
	White: death 

per 105 PY

	Top 2 
	1,488
	159,044
	41.3
	38.8

	3rd
	2,002
	78,120
	48.0
	47.0

	Bottom 
	16,733
	63,483
	61.2
	52.3


There are various ways to control for confounding. You can design the study to take account of some confounders; or you can try to control for confounding in the analysis. 
Design solutions include: 
· Matching – e.g. in a case control study of cancer and alcohol, pick a control for each case to make sure that each case has a control who smokes the same; 
· Stratify – similar to matching but works with groups – pick groups of light / moderate / heavy smokers

· Randomise  - in an intervention study, allocate people at random to intervention or control groups. This is the only way to control for unknown confounders. 
Analytical solutions include: 
· Stratify  - analyse each group at different levels of the confounder: the table above shows an analysis at three different income levels. At each income level the death rare in Blacks is higher than in Whites. 
· Standardise – standardisation is essentially the summary of a stratified analysis e.g. at 10 or 15 different age bands. Standardisation can be direct (gives a rate) or indirect (gives a ratio such as Standardised Mortality Ratio)
· Multiple regression – this is the only way to cope with confounding by more than one factor e.g. age AND sex AND deprivation. More on this below, but remember this includes linear, logistic, and Cox proportional hazards regression.  

See Chapter 3 of  http://www.bmj.com/epidem/ 'Epidemiology for the uninitiated' for how to calculate standardised rates and ratios
Sometimes there is still residual confounding after you have done your best to control for it. The commonest example is residual confounding by social class or socioeconomic status because (a) this is such a strong determinant of so many health outcomes and (b) you can’t measure it accurately – all the normal things like deprivation scores or years of education are just proxies. 

You can over-control for confounding! This is subtle but you can end up controlling out the very thing which is causing the effect you are looking at. To take a stupid example: suppose you want to know why women get more breast cancer than men. You unwisely decide that you should match each case to a control of the same sex. Result – 1000 female case-control pairs and one male case-control pair. You won’t learn anything!

Here’s a more subtle example: 

Two studies in Finland found that low income groups were more likely to suffer coronary heart disease. Both controlled for a set of known risk factors. In one study, there was no socioeconomic gradient among people free from hypertension and diabetes, and with normal blood lipids. In the other study there was still a gradient, even after adjustment for a set of risk factors including smoking, obesity, exercise. The authors comment that ‘because elimination of [hypertension, diabetes and abnormal blood lipids] eliminates much of ...the gradient, it is likely that any underlying factors, whether socio-economic, psychosocial, psychological, early life or genetic, may have their major influence through these disease mediators.’ 

Mika Kivimäki et al. Socioeconomic position, co-occurrence of behavior-related risk factors, and coronary heart disease: the Finnish Public Sector study. American journal of public health 97 (5), 874-9 (May 2007) info:pmid/17395837 |

The other one to watch out for is controlling for education when studying the effect of socioeconomic deprivation: it may be that a good education is the very thing that breaks the link between poverty and ill health. 

Effect modifiers [interaction]

Sometimes one factor can magnify or diminish the effect of another factor on the outcome. Fluoridation of water supply is an example: the effect is magnified in high deprivation areas

C M Jones et al.  Water fluoridation, tooth decay in 5 year olds and social deprivation as measured by Jarman score: analysis of data from British dental surveys. BMJ 1997; 315: 514-7
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Y axis is prevalence of caries, measured as the mean number of teeth decayed, missing or filled (dmf) in surveys of 5-year olds from electoral wards: X axis is an area deprivation score (Jarman): 

Top group / line: no fluoride (Salford & Trafford electoral wards)

Middle and bottom groups / lines: fluoride (Newcastle upon Tyne fluoride is added to the water supply; in Hartlepool it’s there naturally) 

Here’s effect modification mathematically: chronic arsenic poisoning can cause skin lesion, which is a problem if (as in Bangladesh) some water supplies have naturally high concentrations of arsenic. The higher the concentration the more likely residents are to have lesion but notice that dose-response effect is greater in people with no land. Here affluence (land ownership) buffers the effect of arsenic-contaminated water supplies on the skin.  

Odds ratio for premalignant skin lesions
http://www.ajph.org/cgi/content/full/97/5/825 

	Water arsenic microgm/l
	<7
	7 - 38
	39- 90
	91- 177
	>177

	No land
	1
	1.78
	3.17
	4.47
	6.04

	Owns land
	1
	2.08
	2.72
	2.39
	4.30


And here’s an example of gene:environment interaction. Having a particular gene mutation dramatically increases the likelihood of age-related macular degeneration (AMD) in smokers:  

Odds of AMD in a smokers (compared to a non smoker): 

2.4

Odds of AMD in someone who is homozygous for CFH Y 402H polymorphism (compared to not): 




7.6 

The combined effect of being both a smoker and a homozygote isn’t just 15 or 16: it makes you 34 times as likely to develop AMD. 

Paulus De Jong Age-related macular degeneration The New England Journal of Medicine 355 (14), 1474-85 (05 Oct 2006) 
Association and causation

Austin Bradford Hill suggested some criteria for deciding whether an effect was just association or actual cause and effect. Here are his suggestions (in order of importance):

A B Hill THE ENVIRONMENT AND DISEASE: ASSOCIATION OR CAUSATION? Proceedings of the Royal Society of Medicine 58, 295-300 (May 1965)

1.
strength of association [Primary liver cancer 500x commoner in Hepatitis B carriers]

2.
consistent in different studies

3.
specific e.g. association limited to sites or type of disease

4.
temporality [cart and horse]

5.
biological gradient e.g. more drinks / day -> higher RR

6.
biologically plausible (but were microbes plausible?)

7.
coherence (should not conflict with generally known natural history and biology of disease)

8.
experimental evidence (e.g. remove the cause)

9.
analogy (if thalidomide and rubella cause foetal malformation so may other drugs / viruses)

Mnemonic courtesy of Martin Bull: 

A Statistical Cohort of Surgeons with TB Postulated the Cause to be an Environmental Agent!

If the picture is still muddy you may need to think about different types of cause (Necessary / Sufficient; Underlying / Trigger ) etc. 

 So tuberculosis isn’t caused solely by poor housing or poor nutrition – the tubercle bacillus is a necessary component - but housing and nutrition are certainly contributory causes. 
Recommendations and guidelines

After evaluating the evidence we may want to decide on a course of action for ourselves, develop some recommendations for others, or write a guideline. The GRADE working group proposed a formal process about 10 years ago, which has now become an international standard. 
The original article is here: 

http://www.bmj.com/content/328/7454/1490 

and the full monte here: 

http://www.gradeworkinggroup.org/index.htm 

The core of the process is a judgement on: 

1. The quality of the evidence

2. Balance of benefit and harm

3. Costs

4. Strength of recommendation (‘do it’ or ‘probably do it’).

The quality of evidence is based on a systematic review. The key issues are: 

Study design – randomised trial or observational studies only?
Our confidence in any proposed recommendation may be reduced by
Bias e.g. lack of blinding
Inconsistency – do all published studies say more or less the same?

Indirectness – were clinical outcomes used or just biochemical markers?
Imprecision – are the confidence intervals wide?

In writing guidelines, attention must also be paid to the composition of the guideline writing group, and any conflicts of interest they may have. Financial conflicts are obvious, but the academics who usually drive guideline groups may be conflicted if their academic career has been built around a particular drug or intervention. 
Surveys

Ann Bowling: Measuring health  Buckingham: OUP 1991 (introductory chapters only!)

Ann Bowling: Measuring disease 2nd edition Buckingham OUP 2001

Constructing the survey instrument

This is a good review article: 

G E Switzer et al. Selecting, developing, and evaluating research instruments. Social psychiatry and psychiatric epidemiology 34 (8), 399-409 (Aug 1999)
And here is an excellent practical example: 

Frew JW et al. Quality of life evaluation in epidermolysis bullosa (EB) through the development of the QOLEB questionnaire: an EB-specific quality of life instrument.  BJD 2009; 161: 1323 – 40. DOI 10.1111/j.1365-2133.2009.09347.x 
Construction of valid questionnaires 

There are four main ways to judge the validity of a questionnaire i.e. whether it really measures what it is supposed to (‘purports to’) measure: 

· content e.g. is the content related to subject/ title of the questionnaire? And does it cover all relevant items?  The SF-36 questionnaire is supposed to be a quality of life questionnaire but contains no item on sleep - which most of us would regard as an important item in our quality of life. The Nottingham Health Profile, on the other hand, did have a sleep item. 

· face – do the experts think that, on the face of it, the questionnaire is relevant?

· criterion validity is tested in two ways. 

Concurrent validity is a test of the our measure or instrument against a better one. The better measure is often called the ‘gold’ standard. Concurrent validity is typically used when when you are trying to develop a simpler measure of something – less invasive (e.g. angina questionnaire versus angiography) or shorter (e.g. SF-12 versus SF-36). 

Predictive validity is whether your measure correctly predicts the future (e.g. recurrence of a cancer, relapse of a drug addict etc) 

· construct validity is relevant to social and psychological questionnaires. Constructs are things like "social support", “teamwork”, “leadership”. You can’t measure them directly (unlike, say, height or weight) but you can measure some of the effects they produce (e.g. more communication in good teams).   

The validity test for instruments to measure a construct is whether they lump and split correctly (convergent / discriminant). Fifty years ago Campbell and Fiske explained discriminant validity as follows: ‘tests can be invalidated by too high correlations with other tests from which they were intended to differ’. Another way of looking at this is that a leadership instrument should show chief executives scoring high and receptionists scoring low. 

Reliability 

A reliable instrument gives the same answer each time. The simplest way to assess this is to apply the questionnaire to the same people now and a week (or whatever) later: this is test – retest reliability.  A split half test of reliability (score on first 10 questions is the same as score on last 10 questions) may be possible in instruments which are based on total score from a set of questions such as the GHQ. 

Scales

Scales are measures of a single dimensional and hence are different from profiles. The SF36 measures different attributes (e.g. social role, physical functioning) so you can’t validly add them all up to give a “total SF36 score” – you have to give the score on each element separately. 

A Guttman scale is in order of difficulty so ‘yes’ to a question high on a severity scale implies ‘yes’ to all lower questions e.g. can you feed yourself / bath yourself  / dress yourself / walk 100 yards. This is often not true for psychological questionnaires about e.g. feeling depressed, sleeping badly, no appetite. 

In a Likert scale, response items are balanced e.g. strongly agree / slightly agree/ indifferent / slightly disagree / strongly disagree 

Doing the fieldwork

We should talk briefly about doing the fieldwork of the survey – the practical details. 

First – the instrument. Nowadays often a computer screen, but traditionally paper-based. 

Consider: 

· Typography: is the print big enough to read (font size)? Does the question layout help respondents (e.g. many internet surveys now have a running head to let you know how far through the survey you have got? Do respondents tick a box to respond or do they have to write the answer (which is more difficult for them and may result in illegible answers)
· The question items: Are any questions ambiguous ? Are there any double questions (e.g. do you drink tea or coffeee ?) Any leading questions (e.g. do you agree that it is disgusting to smoke in public ?) 

· The whole thing: how long does it take to complete (for face-to-face interviews 20 minutes is about right)? What is the question running order (put sensitive questions last not first – and that includes how old the respondent is!)?
Next - the sample.
In the early stages of a study, or to test a questionnaire, you could use a convenience sample – this means anyone who is willing to help. This is ok for basic questionnaire testing (e.g. is it readable? Have I left enough room for people to write their answers?) but the sample is of course not representative. Most magazines surveys are like this:  “1500 readers told us...”.  The results tell you about those 1500 people and no-one else.  
With a quota sample, interviewers are instructed to obtain responses from quotas: e.g. 50 white males, 50 Black males, 50 white females, 50 Black females. The interviewers can fill each quota any way they want (e.g. stopping people on the street). This can give some ‘balance’ to the results if done thoroughly. Although there is no theoretical justification to generalise the results beyond the sample, this technique does in practice provide results which are accurate enough to indicate broad trends. It is widely used in public opinion surveys, and has the advantage of being much quicker (and cheaper) than formal random surveys. 
The only technique which allows you confidently to generalise a finding from the sample to the entire population from which the sample was drawn is a random or probability sample. To draw a random sample you need first a list or enumeration of the entire population of interest – which is not possible if the population of interest is, say, ‘heroin users in central London’. 

So to survey heroin users you need a different technique – maybe nomination or snowball. ‘Nomination’ means you literally ask a heroin user to name another user; and so on so that the sample grows like a snowball rolling down a hill. 

Random samples are very difficult to execute because once you have drawn the random sample you can’t change the names – you have to contact everyone on the list. The whole benefit of the sample is lost if you end up with a poor response rate. Nowadays 70% is regarded as a typical response rate in a population survey – but that is almost one in three not responding, leaving scope for huge bias. 
The fieldwork of a random sample is easier with some degree of clustering e.g. rather than a pure random sample of children in a country (which might mean travelling all over the place for just one child), you could first select schools at random and then, once at the school, pick individual children at random. This clustered design requires special statistical handling – the children are not truly independent (e.g. all children at a sporty school may take a lot of exercise) so this method underestimates the true range of behaviour in the population: the variance estimate from the survey results is too low unless corrected.  

Now to the actual survey interview. 
Reliable interviewers must be selected, trained and monitored. 
People respond to the appearance of the interviewer – for example black people do not reveal fully their experience of racism to white interviewers. There may also be male/female effects. So thought is needed in recruiting interviewers. 

Barnes LL, Mendes de Leon CF, Lewis TT, Bienias JL, Wilson RS, Evans DA. Perceived Discrimination and Mortality in a Population-Based Study of Older Adults. Am J Public Health. 2008 July; 98(7): 1241–1247. doi: 10.2105/AJPH.2007.114397.
Training includes matters such as ensuring that questions are asked exactly as written – no helpful explanations which may bias the answers! Questions must be asked in a neutral tone and of course no surprise or other emotion shown at any answer given. Computerised interviews are particularly useful for very sensitive areas such as sexual behaviours. 

Analysis of results should always include a table to monitor interviewer performance.  Suppose we find that 80% of interviewer A’s subjects opposed fluoridation of water but only 20% of interviewer B’s: did interviewer A somehow ask the question aggressively? Monitoring also requires the superviser to contact and perhaps re-interview some respondents to ensure interviewers are not faking data. Video or sound recordings are another way to monitor interviewers and ensure quality. 
Finally the respondents. 

Elements of fieldwork include questions such as how often attempts are made to contact the subject before the interviewer is allowed to record ‘no contact’. Three would be a minimum. The Epidemiologic Catchment Area studies on psychiatric illness in the USA required up to 11 attempts, including weekends and evenings, before allowing a ‘no contact’ report. 

Other issues include whether proxy respondents are allowed e.g. for children, people who do not speak English or are too ill. 

Finally there are issues of etiquette and consent. Apart from consent from ethics committees (even for questionnaire studies since the questions may cause distress), it may be thought necessary in local studies to gain the GP’s permission to contact a patient: the GP may for example know that the patient has recently been bereaved or is otherwise not in a fit state mentally or physically to be interviewed. 

Interviewers need introductions and identity cards; interviews also need to consider their own safety in some locations. 

Qualitative methods

 Qualitative methods are the best way to study certain questions of great interest in public health e.g. “how does a health authority take its decisions?”

Capturing qualitative data

Here are some ways in which qualitative researchers collect their data: 

· ethnography - study people in their own setting (as opposed to a laboratory): Goffman’s study of long stay psychiatric hospitals is a famous example: published as a book ‘Asylums’. A brief article on ethnography can be found at

 http://www.bmj.com/cgi/content/full/337/aug07_3/a1020 

· long interview 

· diary e.g. health in old age 

Christine Milligan, Amanda Bingley, and Anthony Gatrell Digging deep: using diary techniques to explore the place of health and well-being amongst older people. Social science & medicine (1982) 61 (9), 1882-92 (Nov 2005)

· analysis of documents and images 

Lesley Henderson, Jenny Kitzinger, and Josephine Green Representing infant feeding: content analysis of British media portrayals of bottle feeding and breast feeding BMJ 321 (7270), 1196-8 (11 Nov 2000)

Qualitative analysis: 

Here are some ways in which qualitative researchers analyse their data: 

· grounded approaches (Glaser and Strauss). This is the most famous method. The idea is that you do not know in advance what categories will be relevant for your analysis. This is the opposite of numerical or quantitative studies which prespecify analyses by age and sex etc. In a study of why people did or did not take their medicine for asthma, three categories emerged: deniers, accepters and pragmatists. 

S Adams, R Pill, and A Jones Medication, chronic illness and identity: the perspective of people with asthma. Social science & medicine (1982) 45 (2), 189-201 (Jul 1997)

Two more approaches not often used: 

· semiotics (symbolism). Semiotic analysis pays attention to symbolism. What does ‘Marlboro man’ make you think of? – a rugged outdoor life or a man suffering from chronic bronchitis?

· discourse analysis / repertoires: Some people call it ‘myalgic encephalomyelitis’ (a biological discourse) and some ‘chronic fatigue syndrome’ (psychological discourse). Paying attention to discourse can lead to insight into how people conceptualise the problem. Using different discourses may lead to conflict. 

Anne-Mei The et al. Collusion in doctor-patient communication about imminent death: an ethnographic study BMJ 321 (7273), 1376-81 (02 Dec 2000)

Here’s a different example of discourse analysis – examining the words that were used in a conversation: 

Charlotte Salter et al. "I haven't even phoned my doctor yet." The advice giving role of the pharmacist during consultations for medication review with patients aged 80 or more: qualitative discourse analysis BMJ 334 (7603), 1101 (26 May 2007)  info:doi/10.1136/bmj.39171.577106.55
Rigour in qualitative studies: 

 Mays N, Pope C. Rigour and qualitative research  BMJ 1995; 311: 109-12
Researchers' perspective (e.g. medical / lay / sociologist) 

Full description of fieldwork method 

How were subject selected?

Recording (e.g. tape plus transcription) 

Main results 

Exceptions noted (e.g. help seeking and masculinity – men don’t like going to doctor but fire-fighters, though macho, attend frequently. We can explain this by noting that they feel 100% healthiness is need to the job well.)

Rosaleen O'Brien, Kate Hunt, and Graham Hart 'It's caveman stuff, but that is to a certain extent how guys still operate': men's accounts of masculinity and help seeking.  Social science & medicine (1982) 61 (3), 503-16 (Aug 2005)

Extensive verbatim (i.e. word for word, not summarised) quotes:

Don’t accept a paper which says “Themes which emerged were…” without extensive quotes to prove that those were indeed the themes! Governments and health authorities tend to do this after consultation exercises. 

Measures of disease occurrence: how to count

PROBLEM: Is autism on the increase? 

Numerators

Epidemiologists always need a definition of what is being counted. The definition can be: 
· Clinical (e.g. ‘a confirmed diagnosis of ...’ perhaps with a strict case definition, or simply ‘Has a doctor ever told you that you have...’ )

· Questionnaire (e.g. ‘a score of 4 or more on the General Health Questionnaire’)

· ICD codes (if your count is from a computerised database such as a hospital database – for example admissions coded to ICD10 codes C33 – C34 = lung cancer)

· Administrative definitions count people in some legal or administrative category (e.g. it is very difficult to count the number of people with learning disability, but easy to know how many children are receiving special schooling). 

Since the count will always be for a particular time period, you need a rule to say when an illness started.  This may be 

· date of first symptom
· date of diagnosis

· date of birth (e.g. for congenital malformation)

Deciding what date to use is not always simple. Suppose you are studying a teratogen. Cause and effect occurs at, say, 3 months of pregnancy but your data may have classified patients by the date of their birth.

Sometimes we count ‘cumulative incidence’ i.e. all cases since some start date. This is used for new diseases e.g. variant Creutzfeld Jakob disease, or perhaps during an outbreak e.g. cumulative incidence of measles in an outbreak.   

Denominators: 

When calculating a rate, the numerator and denominator must match in the following sense:  

all cases in numerator must come from denominator and 

all people in denominator could become cases in numerator (strictly speaking) 

The denominator is the population at risk of getting the problem you are counting in your denominator so you shouldn’t count in your denominator people who couldn’t possible get the condition. Hence
· females not at risk for uterine cancer after hysterectomy (currently about 20% of women in the UK have had a hysterectomy by age 51)

· constructing an epidemic curve showing daily attack rates you should exclude from the denominator people who have already had e.g. measles

This may seem very picky but it can be important in studies of small populations. 

People may move in and out of the ‘at risk’ population. This lead to a concept of ‘person years’ as the denominator e.g. woman-years of oral contraceptive use: cohort of 1000 followed for 20 years = 20,000 person-years

Special examples of numerator and denominator – you need to know exact definitions for the numerator and denominator: 

	
	Numerator
	Denominator

	Infant mortality rate
	Deaths in the first year of life among a defined population (usually in a given calendar year)
	Live births among the same population in the same (calendar) period

	Perinatal mortality rate
	Stillbirths plus deaths in first week (strictly first 6 complete days after birth)
	Live and still births

	Neonatal mortality rate
	Deaths in first 28 days
	Live births

	Post neonatal mortality rate
	Deaths after 28 day and before 365 days
	Live births

	Maternal mortality rate
	Death during pregnancy and 6 weeks (42 days) after delivery
	Conceptions (i.e. births plus abortions) in same population


For all of the above, the defined population is usually determined by place of residence (not death), and counts are for a defined period (usually a calendar year). 
Life-table analysis / life expectancy

‘Life expectancy’ is a way of summarising the death rate at different ages in a population. It gives a one-number summary of age-specific death rates. It does not tell you how long someone is likely to live. So e.g. life expectancy at birth in the UK today is about 75 years for males. This does not mean someone born today is likely to live 75 years – because in 10 or 15 years, let alone 70 or 75, all these death rates will have changed. 

One way to think of life expectancy is this: If 1000 babies are born today, how many birthdays will they celebrate? Suppose infant mortality is 10 per 1000 (rather high by the standards of Western Europe). Then 10 will babies will die in the first year, leaving 990 to have a birthday party. Mortality at age 1-2 is, say, 1 per 1000. So 989 have a second birthday. That’s a total of 990 + 989 parties so far: 1989 parties. Mortality at age 2-3 is… And so on. Maybe by age 65 there are 600 people left, and mortality at age 65-66 is 33 per 1000: so 20 deaths that year, leaving 580 to have 66th birthday parties. Continue the process until no-one is left, and add up all the birthday parties. Suppose it comes to a grand total of 87 300 parties. Then life expectancy from birth is 87.3 years. You could do the same starting at age 65 (or any other age).

People often talk loosely of ‘life expectancy’ when they mean ‘median survival’: it is wrong to say “life expectancy with lung cancer is 9 months”. 

Note also that increasing life expectancy does not mean old people are living longer – the statistic ‘life expectancy’ will increase if infant mortality decreases. 
HEALTH INFORMATION

- Capture: how accurate? How complete? 

 – coding: how aggregate? 

 - output: how detailed? how often? 

Population

A census is a survey of a 100% sample of a defined population. We mostly think of national censuses which include everyone in the country on a defined date, but you may need to do a local census e.g. of a local housing estate before selecting a random sample for further study. The UK national census is decennial i.e. every 10 years: 1981, 1991, 2001, 2011 etc. 

It is well recognised that some people are missed by any census – in the UK the main missing group are young men in inner cities. 

The main purpose of a census is to collect demographic information for all government departments. The UK census includes questions on 

disabling illness (Limiting Long Standing Illness or LLSI): Over the last 12 months would you say your health has on the whole been good / fairly good / not good? Include problems which are due to old age

and health Over the last 12 months would you say your health has on the whole been good / fairly good / not good?

The census can be used to construct area deprivation scores. In the UK two famous ones were the Jarman score and the Townsend score, though neither are used much nowadays. There is no income question in the UK census (unlike the USA) so deprivation has to be measured indirectly. 

Townsend’s index was based on two measures to reflect income and two to reflect wealth – a better theoretical basis for economic deprivation: The measures were based on percentages of residents who were: 

car owners (income)

unemployed (income)

living in overcrowded housing (wealth)

living in rented accommodation (wealth)

In Scotland a third index was popular – the Carstairs index. 
These scores were widely used in the NHS but not in other sectors. They have been superseded in much public health work by an indicator more familiar to other government departments – the index of multiple deprivation (IMD). This is consists of 33 indicators from 6 domains. 

http://www.communities.gov.uk/communities/neighbourhoodrenewal/deprivation/deprivation07/
Adams J, White M Removing the health domain from the Index of Multiple Deprivation 2004--effect on measured inequalities in census measure of health Journal of Public Health 28 (4), 379 (2006) doi:10.1093/pubmed/fdl061
Population

Population estimates give us denominators for calculating rates in non-census years. In the UK the Office for National Statistics publishes mid-year estimates every year by 5 year age group for local areas. 

Population projections are long range projections (e.g. 30 – 50 years ahead) to allow governments to plan policies on pensions etc. They don’t have much application in public health work because we work to shorter timescales. Local projections may perhaps be needed for 10-year building projects such as hospitals. 

Major influences on population structure include







· fertility: total period fertility rate

· mortality

· migration (especially in places like Hong Kong)

In the UK historical changes in population structure have been affected by: 

· the steep drop in infant mortality around 1900: this was the main driver of the increased number of elderly people in the 1970s and 1980s 

· there was a post-war baby boom in the late 1940s: this led to secondary waves in the late 1960s.

· the total period fertility rate declined in the 1970s so the number of young people and children levelled off.  

These demographic changes impact health services in two ways: 

· more elderly – more care needs 

· fewer young people – less staff, particularly nurses. 

‘Routine’ data on sickness and health 

In England, there is plenty of data readily available (‘routine data’) about the health of the population. You need to be able to critique each source of data – how detailed is it? is it accurate, timely comprehensive? Why? I’ll describe the situation in England but it’s your own country you need to know about, both for work and for the exam. 

Think also of how the data is captured, coded and published (or retrieved). 

Mortality

Mortality data is comprehensive – every death is registered – but more important for us is the information on cause of death. This is problematical in a number of respects. Remember that ‘cause of death’ is an opinion, not a fact. It is the opinion of the doctor who writes the death certificate. The opinion is more likely to be correct for some causes than others – leukaemia rather than pneumonia – and more likely to be correct in young than old. So mortality analyses are sometimes truncated for greater accuracy – e.g. restricted to people who died under the age of 75. Note the reason for truncation – to improve the accuracy of cause of death certification. Age truncation is also used in ‘years of life lost’ analyses but this is for a different reason: it is to reflect the view that death before the 75th birthday is somehow premature and so a loss of ‘life years’. 

Mortality statistics in England are coded to ICD-10. Coding is done by the Office for National Statistics, and so is of a uniformly high quality (unlike, say, hospital data which is coded locally to a very variable standard). 

The ‘underlying cause’ is coded. For neonatal deaths the cause might actually have been in the mother not the baby, so 1986 (in the UK) the death certificate for stillborn and neonatal (first 28 days) death shows separately factors in the mother and in the baby – hence no single underlying cause. 

Mortality statistics for the whole country are published annually. This is aggregate data but available in quite fine categories – 5 year age bands, 3 digit ICD10 codes etc. The main limitation is geography – published mortality statistics do not provide information on cause of death for areas smaller than local health authority. So they are available for a Borough or district, but not for an electoral ward. 
ICD-10 coding is sometimes a problem for very specific causes of death which may not be separately identifiable in a wider code: the published statistics do not of course include the actually text written on the death certificate. Local health authorities can analysed their own data to the level of single deaths. 

Hospital

In England individual records are created for each in-patient admission for NHS care. Note that we have no readily available information on private sector care. This lack matters in analyses of elective surgery: the private sector can account for 20% of common operations such as hip replacement. 

Admissions are coded to ICD-10 with a diagnosis and (if relevant) and operation or procedure code. Thus one can analyse, for example, a daily count of admissions for asthma or monthly totals of hip replacements.  Because coding is done locally quality is variable. The first question with any surprising hospital data is – has someone got the codes wrong? 

Diagnosis and procedure codes are also used to assign episodes of care to a health resource group (HRG). The HRG drives the payment system of the NHS – hospitals receive a fixed tariff per HRG. Here are some HRGs: 

H02 Primary hip replacement 

D13 Viral pneumonia, patient aged >69 or with complications 

M07 Upper genital major surgery 

Note that M07 is a group which includes a variety of operations (one of which is hysterectomy). 

This inpatient information is stored locally in each hospital but also sent to a national Hospital Episode (HES) database which allows health authorities to analyse data on their residents wherever admitted. 

This is the site for the national publication: 

http://www.hscic.gov.uk/hes 
Hospitals store data on a number of local computer systems, for example in laboratories and the X-ray department. It is usually impossible to access and retrieve data from these systems. Data held in out-patient and A&E systems are intermediate – some have good coding and reporting systems, others do not.  For out-patients the best one can usually get is aggregate counts of numbers of attendances at particular clinics, and notice that attendances doesn’t tell you how many attenders.  

Primary care

Primary care includes medical, dental, pharmacy and optician. 

Most GPs in England now have computerised medical records. The standard coding system is Read codes, which have the advantange over ICD of including codes for vague symptoms (e.g. backache) as well as clear diagnoses. GP data will include much morbidity which never reaches hospital. The main problem is that the data is held in separate systems and not routinely aggregated. So you have to write to each GP practice to ask for the information – and they may not be willing to release it. 

Some systems have been set up to aggregate GP data routinely – the clinical practice research database is one example: http://www.cprd.com/intro.asp . Another example is the spotter practices of the Royal College of GPs which among other things produces weekly information on influenza-like illness  http://www.hpa.org.uk/infections/topics_az/influenza/seasonal/activity0607/Graph02.pdf)  These systems are voluntary. 

Data from NHS dentists, pharmacists and opticians is practically impossible to obtain, but there is a large central database of drugs prescribed by GPs (it doesn’t cover hospital prescriptions). The prescribing analysis or PACT data gives information on prescribing by individual GPs: 

Azeem Majeed, Norman Evans, and Paula Head What can PACT tell us about prescribing in general practice? BMJ 315 (7121), 1515-9 (06 Dec 1997)

. 

Surveys

Most countries carry out regular health surveys. In England the General Household Survey ran from the early 1970s until recently. Every other year questions were asked about smoking and alcohol; occasionally other health topics were asked such as use of contraception.  

The General Household Survey was limited because it was a questionnaire survey. In 1991 a survey was set up to include clinical measurements – blood pressure, cholesterol etc. This is the Health Survey for England. It has also in some years included measures of mental health (using the General Health Questionnaire or GHQ-12) and social capital. 

The sample size on these national surveys allows accurate estimates for regional but not local populations, though if the same questions are asked in successive years, local estimates may be made. 

Other routine data sources

Data is of course held by a lot of other organisation such as the police, schools, social service departments and so on. In general these data sources are of little use in public health work because the quality of data is so poor. Definitions are a particular problem. For example a social services register of children thought to have suffered abuse, or an education department count of children thought to have autism will probably be very inaccurate. Completeness of reporting is also variable: 

Mike Gill, Michael Goldacre, and David Yeates Changes in safety on England's roads: analysis of hospital statistics. BMJ (Clinical research ed.) 333 (7558), 73 (08 Jul 2006)

Synthetic estimates 

Sometimes the only way to get a handle on how common a problem is locally is to go to the research literature and then apply the findings to your local populations – this is known as a synthetic estimate. For example, a new and expensive treatment has become available for macular degeneration. None of the information sources discussed so far will give useful information on how many people locally have macular degeneration (why not ?- spend a moment working through each of them). So the best you can do is look at research studies to find age-specific prevalence rates in a population and then apply the findings to your local population. 

Registers 

A register is a database of all cases in a defined population. So completeness of ascertainment is important. Note that hospital clinicians often say they have a ‘register’ when what they really have is a ‘clinical database’ i.e. a set of cases but no defined population and no attempt to ascertain all cases within that defined population. GPs in the NHS have a defined list of patients so a GP register (e.g. a diabetic register) is indeed a register – but a hospital ‘register’ usually isn’t. 

There are some national registers in the UK, of which the cancer registers are the biggest. 

Birth and death registration 

Strictly speaking birth and death is registered by the civil authority – so in England birth and death statistics are held by the Office for National Statistics not the NHS or Department of Health. 

For birth, the birth is registered with the civil Registrar by the parent; the NHS is ‘notified’ by the doctor or nurse who attended the birth. The original purpose of this notification (100 years ago) was, at a time when most births were at home, to allow the Medical Officer of Health to send a health visitor round to check that all was well and instruct the mother on how to keep the baby healthy. 

Record linkage

We often need to link two separate records or pieces of information. Examples include: 

Birthweight specific perinatal mortality statistics - the birth weight is on the birth record, the death record is a separate piece of paper / database.

OPCS (now ONS) Longitudinal Study – this study started with the national census records of about 500,000 people in 1971 and has since linked death certificates and cancer registrations for any of these 500,000 people to their census record to allow analyses of e.g. social class mortality. There were a lot of publications from this study in the 1980s and 1990s.  

Electronic Health Record – this is one for the future. In theory as the NHS computerises all its records it should become possible to link all health data for an individual. Great ethical and practical problems ahead! 


Classifications

The International Classification of Disease is the international standard. The UK is currently using the tenth revision (ICD-10) to code national mortality statistics and NHS hospital data. Note that an ICD code gives no information is severity – you can use ICD to retrieve a count of admissions for asthma but you can’t tell if the asthma was mild or severe. Also there no information on cell type. This is a problem with cancer – you get the anatomical location of the cancer (e.g. lung) but not whether it is squamous cell, small cell or adenocarcinoma. 

Each country will need a system of classification and coding for operations. 

As noted above the NHS uses ‘Read’ codes for primary care activity. The system was devised by James Read – hence the name. It’s not about reading and writing!

For about 100 years the UK used a system of social class coding based on occupation running from I (Professions) to V (unskilled manual work). This became less useful as jobs changed. The new classification, in use since about 2000, is known as the ‘National statistics socioeconomic classification (NS-SEC)’. The lowest category is 'semi-routine and routine' work.  Note this coding, though based on the type of work you do is different from the coding for specific jobs (e.g. hairdresser, physicist, medical practitioner). 

HEALTH ECONOMICS

Resource: search www.bmj.com for author Raftery: look at economics notes 

First two general points - 

1. Economics is about choices and making decisions not about ££ or $$ (that’s finance!). So option appraisal and decision analysis for example are economic techniques which may involve choice but no ££. 

2. Economics helps you to make a decision: it doesn’t make the decision for you. You may say ‘Whew, that really is expensive isn’t it! We’re going to do it anyway but we are going into this with our eyes wide open’. 

Markets

Economists are very keen on markets because if you can set up a market no-one is wasting money: the market itself guarantees efficiency. 

The main conditions for a market are:  

1. Many buyers and sellers

2. Free entry and exit (includes no other barriers to entry e.g. planning permission)

3. Homogeneous product (true for hernia, not for a complete orthopaedic service)

4. Perfect information (need good outcome data)

5.  No externality: I pay, someone else benefits (e.g. host purchaser / infrastructure costs)

What this means for health care purchasers is as follows: 

1. Many buyers and sellers – if one hospital charges too much I can go elsewhere

2. Free entry and exit – if they all charge too much I can get someone else to set up a cheaper service

3. Homogeneous product – need to be sure you are comparing like for like

4. Perfect information – need information on outcomes etc

5.  No externality – e.g. is one hospital bearing all the costs of training, from which others benefit?

The current fuss about independent sector treatment centres illustrates some of these problems: standard NHS hospitals accuse them of ‘cherry picking’ easy cases (product different from NHS i.e. not homogeneous), using poorly qualified overseas surgeons (not perfect information on outcomes) and not having to do any training of NHS staff (externality).

Risk sharing

There are conditions for setting up insurance systems, usually known in NHS commissioning as ‘risk sharing’. A good example is commissioning for haemophilia where primary care trusts club together; 

1. High cost – a severe bleed can cost £500,000 in Factor VIII replacement therapy

2. Rare event – but this happens rarely

3. Total population demand predictable – so we know how much to put in the kitty e.g. 2 severe bleeds per million total population: we need £1m in the kitty if our risk sharing covers a 1m population

4. Individual probability of demand unpredictable – if I know for certain that it is you not me who will get the bleeder I’m not going to contribute to the risk pool.  

Risk sharing works well for haemophilia but not for diseases which are equally expensive but where the affected cases are already known. 

Two concepts from insurance: 

Moral hazard – an odd name! for the fact that people take more risks if they know they have insurance cover. Health service commissioning equivalent – if you are in a risk sharing pool, you scrutinise clinical activity less carefully (did the patient really need that 13th vial of Factor VIII?)

Adverse selection – more a problem for insurance based health care systems: unscrupulous insurers select against people with poor health risks: militates against universal coverage so this is a problem for countries which rely on insurance to fund their health systems unless they also pass laws to compel insurers to take on all comers. 

Measuring costs

First note the difference between cost and price (what the provider charges).

Marginal cost is the cost of doing one more when you are already set up and running e.g. one more hip replacement when the hospital is built, the staff hired etc etc. This usually equates to the disposables e.g. the actual hip prosthesis, any blood / fluids / drugs used etc. Sometimes known as the variable costs. If you always pay the marginal cost,  you are not building in anything for replacement of buildings, equipment and staff etc. which in the long run is a problem. We can also talk of ‘marginal savings’ – doing a few less doesn’t save much money because we still have to pay salaries, heat the building etc. 

Marginal benefit is the extra benefit from doing one more – e.g. what is the added benefit (in terms of extra cases detected) from two-view rather than single-view mammography? 

Putting these together gives the marginal or incremental cost effectiveness ratio (ICER). Consider faecal occult blood tests for detecting colon cancer. A famous paper pointed out that the (then) belief among some clinicians that six consecutive negative tests were needed to rule out cancer led to a huge incremental cost: each test seemed cheap, doing six rather than five didn’t change the average cost per case detected by much, but that sixth test was costing $47m per extra case detected compared to doing 5 tests. 

D Neuhauser and A M Lewicki What do we gain from the sixth stool guaiac? The New England journal of medicine 293 (5), 226-8 (31 Jul 1975)

A ‘stepped cost’ is a particularly high marginal cost – it’s the point where doing ‘one more’ means you have to hire an extra surgeon / equip a new laboratory / put up a new building.  

Unit cost is the average cost – total cost divided by total activity: so this includes ‘fixed’ as well as variable costs. This is the basis for tariffs (standard prices) in the NHS. As an example, in 2005 Freeman hospital at Newcastle received £3.4m for doing 32 liver transplants – a unit cost of just over £100k per transplant. But the marginal cost – for doing one more transplant - was about £23k. 

Opportunity cost is the cost of what you can’t do because of the choice you just made. The most common opportunity cost for us is our time – if I spend time on tobacco control I am not spending time on obesity control. If we spend money on a PET scanner we miss the opportunity to update our old ordinary X ray equipment. 

Direct costs affect my budget; indirect costs affect someone else. So the direct cost of relocating a service is the new build; an indirect cost might be extra travel costs for patients. 

A tangible cost is something you can send someone an invoice for (goods or services); intangible costs include pain, suffering etc. 

Discounting

Economists discount because most people would rather have something soon than in the future – i.e. they have a positive time preference. This is not about inflation – it’s not that £100 will buy less in 5 years than it does today. It’s about psychology – if you’re going to give me a plasma screen TV I’d rather have it NOW!

It is debatable whether people discount health costs (pain and disability) – would you rather have a day of ghastly toothache next week or a year from now? NICE tells its analysts to use a 3.5% annual discount for costs and health benefits. Discounting makes distant benefits look very small – a problem for public health interventions with long lead times. 

Economic appraisal 








The three main techniques of economic appraisal are cost-effectiveness, cost-utility and cost-benefit analysis. Focus on who uses each type: 

Cost effectiveness – programme managers: how can I get biggest effect per £ spent?

Cost-utility – NICE: what health interventions should we spend NHS money on?

Cost-benefit – government: does this cost us money or save it in the long run?

· Cost effectiveness:

e.g. I’m a programme manager for tobacco control. I want to know the cost per quitter: clinic costs $HK 800,000; achieved 400 quitters. Would a telephone helpline cost less per quitter – costs less but fewer quitters?) 

Abu Abdullah et al. Establishment and evaluation of a smoking cessation clinic in Hong Kong: a model for the future service provider.  Journal of public health (Oxford, England) 26 (3), 239-44 (Sep 2004)

Cost minimisation is a variant of this: I’m going to run clinics – how do I do it most cheaply?

· Cost utility: 

Used by NICE (and primary care trusts?) for spending decisions 

e.g. cost per QALY comparisons. A year of extra life (LY) is a ‘utility’ i.e. something worth having. But what if the life is of poor quality – e.g. feeling sick and in pain? That is not quite so worth having – we need to do a quality adjustment to represent accurately the utility of a poor quality year – Quality Adjusted Life Year or QALY. 

You need to put a numerical value on quality of life to do the maths. 

You could just name a clinical condition (AIDS, infertility, paraplegia) and ask people to rate it. This was the approach of the WHO global burden of disease study. 

T B Ustün et al. Multiple-informant ranking of the disabling effects of different health conditions in 14 countries. WHO/NIH Joint Project CAR Study Group. Lancet 354 (9173), 111-5 (10 Jul 1999)

The other way is rather more complicated but can be applied to any health problem. It has two steps  - here is a simplified example: 

1. Construct a set of health states e.g. (1) paralysed and in pain, feeling calm (2) walks with sticks, occasionally in pain (3) fit as a fiddle, no pain but depressed. 

2. ask people to ‘value’ each state on a score of 0 - 100. 

The actual method used for most NICE analyses is based on five dimensions (EQ-5D), each of which has three levels of severity, to give a total of 245 states of health or quality of life. 

The five dimensions are: 

1. Mobility: no problems walking about, some problems / confined to bed

2. Self-care: no problems, some problems washing or dressing / unable to do

3. Usual activities (work, study leisure or family): no problems / some / unable to perform

4. Pain: no / moderate / extreme 

5. Anxiety or depression: no / moderate / extreme.  

So for example: 

a state of 11112 is no problems with mobility, self care, doing usual activities, no pain and moderate anxiety or depression. 

a state of 22211 is some problems walking about, some problems washing or dressing, some problems performing usual activities but no pain and not anxious or depressed. 

Having described a set of health states in this way we need to value them numerically for use in economic analyses. The simplest way to so this is to describe the state and then ask people to score them on a scale from 0 (worst possible) to 100 (best possible) health. In a population survey in the UK, 11112 was rated as 85 on a score of 0 -100, and 22211 was rated 71. 

http://www.york.ac.uk/media/che/documents/papers/discussionpapers/CHE%20Discussion%20Paper%20138.pdf 

Rating scales have some disadvantages – people tend not use to use the very high or very low ends of the scale. Other methods for applying a score to a state are time-trade off and standard gamble. 

Here’s how time trade off works. We want to get a rating for a health state (e.g. 22211) or for a condition e.g. paraplegia. Would you rather live for 10 years paraplegic and then die or 9 years in full health and then die?  Easy – 9 years in full health. What about 10 years paraplegic or 7 days in full health and then die? Also easy – 10 years paraplegic. Somewhere in between, however, you won’t be able to make your mind up. Suppose you are indifferent between 10 years paraplegic and 3 years full health: then you are rating paraplegia at 0.3 

Now try the same thought experiment for backache: 10 years with backache versus 9 years full health, or 8? Or 7? Where is your point of indifference?

Standard gamble is somewhat similar. Again you pick a health state e.g. 22211 or condition e.g. paraplegia. Now you ask people to imagine that a cure exists but it carries a risk of instant death.  If you had paraplegia would you undergo an operation with a 10% chance of complete cure or but a 90% chance of dying from the operation? Thought not. What about a 1% chance of death and 99% chance of cure? As with time trade off, there will be a point somewhere between 90:10 and 1:99 which you leaves you unable to choose. This gives your valuation of the health state. 

This paper gives a nice critique of these three methods of valuation: 

Adam Oliver  Putting the quality into quality-adjusted life years. Journal of public health medicine 25 (1), 8-12 (Mar 2003)

· Cost benefit:

Used by government to decide whether or not to go with a programme. 

For example one estimate reducing air pollution in the UK would cost industry an extra £785m and save 12,000 lives. To do the analysis we need to know whether the 12,000 lives saved worth more or less than £785m? This implies a need to put some value on a life. 

Ways of doing this include: 

Human capital – how much on average would people have earned but for dying prematurely. This is fairly simple to do but undervalues people over 65 (retired so no loss of earnings).

Revealed preference: e.g. more pay for risky jobs: at entry soldiers are paid more than policemen who are paid more than teachers but each job requires similar levels of education etc. This implies we pay more for dangerous jobs, which starts to give a metric for how we value life. 

Questionnaire surveys can be used to get valuations of how much people would pay to avoid certain risks of death. 

Decision analysis

Decision analysis involves an economics appraisal plus sensitivity analysis; it may be helpful to show a decision tree. Sometimes the decision required is economic, sometimes clinical. 

In a sensitivity analysis you vary the assumptions about the cost of various components of the size of benefit to see which element most affects the choice of best option – or whether the choice is the same (‘robust’) even if the assumptions change a lot. 

W S Richardson and A S Detsky Users' guides to the medical literature. VII. How to use a clinical decision analysis. A. Are the results of the study valid? Evidence-Based Medicine Working Group. JAMA: the journal of the American Medical Association 273 (16), 1292-5 (26 Apr 1995)

Option appraisal 

Optional appraisal allows explicit choice between options – ‘explicit’ being the key word here. All the factors influencing a decision are listed together with their importance or weighting. People can then challenge the inclusion or exclusion of each factor (‘You’ve completely forgotten about...’) together with its weight (‘…is far more important than you say.’)

Here is a real life (unpublished) example of the criteria and weights for deciding where to locate clinics for cleft lip and palate in England: 

meets expert (CSAG) recommendation

28 points

hub and spoke partnership



23 points

access






14 points

ease of implementation



11 points

acceptability





9 points

training





5 points 

R&D






5 points

fit with other strategies



5 points

Notice, for example, nothing explicit here about what patients think (unless it’s part of ‘acceptability’).  

The criteria for choosing the national papilloma vaccine in England were reported in parliament: http://www.parliament.the-stationery-office.co.uk/pa/cm200708/cmhansrd/cm080716/text/80716w0028.htm#080716114000082   

Efficiency

Efficiency is, roughly speaking, about getting the most out of your resources of money staf and equipment. 

Cost efficiency means no money is wasted. Technical efficiency means no ‘inputs’ are wasted i.e. no equipment or staff are standing idle waiting for something else to happen. 

‘Allocative efficiency’ means there are no surpluses anywhere  – you can’t give A more without taking from B. 

Equity and equality

Equality and equity are important goals in public health, but they are not precisely defined. Some people take ‘equality’ to mean absolutely equal shares for everyone, without regard to need. ‘Equity’ implies giving more to people who need more.  

Others use the terms ‘vertical’ and ‘horizontal’ equity: ‘vertical’ equity means giving greater resource for greater need; ‘horizontal’ equity is ensuring equal resource for equal need.

Another way to analyse the problem is to think about different ways of achieving equity. You might decide to give everyone the same even if their needs are different – this is how social security benefits typically work. So everyone with ‘severe disability’ receives a state benefit of £47.45 per week, whether their severe disability is hemiplegia or tetraplegia. 

Or you might try to match resource to need – more where need is greater, less where need is less. This is like vertical equity. Resource allocation formulas try to do this – NHS funding is greater per head of population in central London than in Surrey. 

Or you might try to give everyone the same degree of benefit from your spending – this is what tends to happen if you base spending decisions on cost-utility analysis. If you say ‘we will spend up to, but not more than, £30,000 per quality adjusted life-year on a treatment’ you are effectively equalising the benefit. 

NHS finance systems

One of the reasons the NHS is cheap to run is that we do not cost everything in detail. NHS finance systems are fairly simple. 

A budget is set at the beginning of each financial year. The budget is what you think you are going to spend in the year ahead. Usually this is fixed by taking last year’s budget (baseline) plus an amount for inflation (uplift), minus some savings (cost improvement programme or CIP), plus any agreed developments (such as appointment of extra staff). Once this process has been going on a few years it becomes almost impossible to work out what a service actually costs because no-one can remember what was included in the original ‘baseline’. 

Monthly budget reports usually show: 

Pay (staff salaries)

Non Pay (e.g. drugs and equipment)

On the report spending is shown as (1) current month, (2) year-to-date and (3) forecast out-turn i.e. what you will have spent by the end of the financial year if you carry on at the same rate as now. Hopefully this year-end forecast is the same as the budget you set for the year. Any difference is called the ‘variance’ which is usually shown as a percentage.  

Recurrent spend (e.g. staff salaries) is separated from non-recurrent (e.g. buying a piece of equipment). Non-recurrent on equipment or buildings is known as ‘capital’ spending. One slight complication – non-recurrent capital expenditure generates a ‘capital charge’ which is recurrent.  
MEDICAL AND HEALTH PSYCHOLOGY

Resources: Soc Sci Med (use Pub Med journal browser): http://www.ncbi.nlm.nih.gov:80/entrez/query.fcgi 

Cecil Helman.  Culture, health and illness 4th ed London Arnold 2001 

David Silverman Interpreting qualitative data 2nd ed London Sage 2001 

(Probably too detailed to use for revision)

Concepts of health and illness  

Lay people and professionals may have very different ideas about what ‘health’ is. 

Culture is a set of rules on how to eat / drink / cure illness etc. There are various cultural beliefs about the body: 

· Shape: as in ‘beautiful baby’ competitions – chubby i.e. obese babies do well

· Clothing: doctors wear white coats even when there is no infection control reason

· Anatomy: some cultures think males should be circumcised even when there is no medical reason such as phimosis

We also have cultural belief about our diets. Many of these are religious (e.g. halal, kosher etc) though one could also look at the current vogue for ‘organic’ food: in what way is it more healthy than non-organic food?

Mildred Blaxter did a big study in England in the late 1980s. (Health and lifestyles London:  Routledge 1990 Table 3.1). She thought the answers could be grouped into four main categories – which tended to vary with how old the respondent was: 

Fitness – runs a marathon in two hours

Energy or ‘pep’ – always lively and alert, enthusiastic etc

Ability to do things

Absence of illness

Note that on these concepts an obese 20-year old smoker is healthy if they are lively and alert, enthusiastic etc. 

Lay epidemiology (Davison) is about how lay people discuss illness based on own experience. Wellin in 1955 described how Peruvian villagers had concepts of “Hot” and “Cold” water – nothing to do with the actual temperature of the water. This is perhaps similar to the English doctrine of "Feed a cold, starve a fever" because food is 'hot'. 

Some illnesses seem to exist only in certain cultures. “Colpo d’aria” is an affliction peculiar to Italy: 

Oh, the dreaded Colpo d’Aria!  If you’ve suffered a Colpo d’Aria you’ve been struck by some moving air, most probably chilly air, and most probably on your chest or perhaps the back of your neck.  If you live in Italy, it can be deadly; ask any Italian!  I’ve heard Colpo d’Aria blamed for everything from stiff muscles, to inner ear infections, chest colds and even heart attacks.  I have not yet heard anyone say that a Colpo d’Aria caused his cancer, but that, and gum disease, are about the only illnesses for which a stiff breeze has not been held responsible.

Fortunately there is some good treatment available should you fall victim to an evil air current.  The first thing you want to do is go to the pharmacy and get a bastone di zolfo, a stick of sulphur.
John Butler, a social scientist at Kent University gave a lecture on lay concepts of what causes illness (I haven’t seen this published anywhere): 

"Runs in the family" => so genetic counselling not too difficult

Stress / vulnerability

Smoking and other behavioural

Pollution and other environment

Kleinman discussed how people do health care: 

Popular - vitamins and "pick me ups" 

Folk - herbalists, faith healers 

Professional carers

So what we call ‘primary’ care is never the first source of help and advice - think what you yourself do if you wake up with a bit of a headache. You ask everyone else what to do – have a glass of water / take an aspirin / stay in bed etc. 

Talcott Parsons, American social scientist, pointed out that there is more to being ill that you and the microbe/ cancer. Illness involves your friends, family and boss as well i.e. illness is a social role. In most societies illness excuses you from your normal role (cooking / cleaning / going to work) provided:

· You are not responsible for illness (hangover not an acceptable excuse, explains much of the antipathy to people with AIDS)

· You must want to get well 

· You must co-operate with doctor

Ivan Illich wrote about iatrogenesis i.e. illness caused by doctors. He described three types:  www.planetpapers.com/Assets/3621.php 

· Clinical – adverse effects of drugs

· Social – medicalising natural events e.g. why does childbirth have to take place in a medical facility?

· Structural or cultural - “stripping away from human culture of ways of coping with pain, birth and death and their replacement by a sanitised technological medical intervention”
Health care 

Hospitals are social institutions: they can be viewed as: 

Factory – a factory with inputs and outputs where ‘health’ is made

Business – invoices, profits etc

University – medical research 

City – shops etc

Asylum – shelter for patients in distress

Prison – compulsory admission 

According to Friedson (1970), a profession 

1. controls entrance into the ranks; 

2. professional expertise is not a commercial property;

3. control of practice is exercised by professional colleagues; and 

4. the primary mechanism for quality control is personal responsibility and integrity. 

In the UK the government wants control of practice taken away from the profession (e.g. lay majority on the General Medical Council) and sees responsibility for quality control as vested in the organisation (hence clinical governance) not the personal responsibility of the individual professional.

One of the problems of Friedson’s model is that it doesn’t tell you HOW to be a good professional. 

Szasz and Hollender wrote about the doctor patient relationship. This can be: 

active doctor – passive patient

guidance from the doctor and co-operation from the patient

mutual participation

Deviance 

Implications of labelling behaviour for organic and psychiatric disease

Illness as deviance and doctor as agent of social control: ?smoking, homosexuality, alcohol

Primary and secondary deviance (02), stigma 

Disability and handicap 

e.g. Intellectual impairment > learning disability > mental handicap

Handicap pejorative in US 

WHO now suggests ‘abilities’ and ‘participation’ 

Variations in health

There are three common ‘paradigms’ for explaining variations in health between groups

· Adult risk factor – social patterning of health is determined by current levels of risk factors such as smoking etc

A G Shaper et al.British Regional Heart Study: cardiovascular risk factors in middle-aged men in 24 towns. British medical journal (Clinical research ed.) 283 (6285), 179-86 (18 Jul 1981)
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· Programming – current levels of health in adults were determined (programmed in) when they were developing as a foetus. This is Barker’s hypothesis. 

D J P Barker Fetal origins of coronary heart disease  BMJ 311 (6998), 171-4 (15 Jul 1995)
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· Life course (Kuh - British Birth Cohort Study)  - current levels of health are determined by your whole life so far

Social class variation

Social class variations in health have been extensively studied. First a couple of distinctions: social class is not quite the same as social stratification. Social stratification is the fact that people have different levels of income, education and so on. Social class includes concepts of power – are you a boss or an employee? 

In the UK literature we have used social class as a category for analysis for 100 years. What we call ‘social class’ in these analyses is actually based on occupation. People are assigned to Social Class I or V because their occupation is professional or unskilled manual. In the US literature analyses by level of income or years of schooling are more common. 

The ‘Black report’ on inequalities in health was issued in 1984. Sir Douglas Black, who chaired the group which produced the report, was at the time Chief Scientist at the Department of Health. This report assembled existing published evidence to show how pervasive and persistent social class gradients are. Three explanations were offered for gradients: 

· Cultural – more smoking, less exercise etc in Social Class V

· Material – cold damp houses etc 

· Drift – people who fall ill drift down the social scale: difficult to remain a working barrister or doctor if you have schizophrenia

The report also pointed out an artefact which occurs over time: in the 1950s about 20% of the working population was in Social Class V, but by the 1980s this had dwindled to about 5% as unskilled manual labour was replaced by machines. So the few people still doing unskilled manual labour in the 1980s were a very different group – probably on average less well educated for example – than the large group in the 1980s. 

By the end of the 1990s it was realised that so few people were in Social Class V that the time had come to change the classification. We now use the National Statistics Socio-economic classification (NS-SEC) which has, for example, replaced ‘unskilled manual’ with ‘routine or semi-routine’. 

Unemployment is bad for your health. Early studies showed that people who were made redundant had worse health, but of course it could be that people with poor health records are fired first. If true , then excess mortality among the unemployed should be highest soon after unemployment started. The Longitudinal Study showed that this was not the case. 

K A Moser, A J Fox, and D R Jones Unemployment and mortality in the OPCS Longitudinal Study. Lancet 2 (8415), 1324-9 (08 Dec 1984)

The effect of unemployment on suicide and parasuicide (deliberate self harm) is not clear – studies in Edinburgh and Hartlepool pointed in different directions. One possibility is that unemployment is so common in Hartlepool, and has been for so long, that no stigma attaches to unemployment and so it has no ill effect on mental health. 

S Platt and N Kreitman Trends in parasuicide and unemployment among men in Edinburgh, 1968-82. British medical journal (Clinical research ed.) 289 (6451), 1029-32 (20 Oct 1984)

J A Furness, M C Khan, and P T Pickens Unemployment and parasuicide in Hartlepool 1974-83. Health trends 17 (1), 21-4 (Feb 1985)

Area variation

Much spatial variation in health is due to the personal characteristics of the people who live there (see the paradigms above). Sally Macintyre talked about ways in which the physical environment might affect health:  Jnl soc pol 1993; 22: 213 -34 

1. Physical (e.g. Scotland is cold and wet) 

2. Home /work / play environment: availability of food, housing 
recreation (e.g. swimming pool) 

3. Services: education, transport, policing, health services 

4. Sociocultural: economic / ethnic / community norms 

5. Reputation: knowing you live in a ‘deprived’ area is depressing

Attempts have been made, using multi-level analysis, to sort out area effects (physical) from composition effects (the people who live there) – within the UK some area effects are detectable but they are almost always very small compared to the compositional effects. 

Social factors in the aetiology of illness 

Social epidemiology Ed Lisa F Berkman, Ichiro Kawachi Oxford: OUP 2000. 

This is an excellent compendium

Social health 

Social breakdown is a cause of illness – life expectancy in Russia dropped as the Soviet Union disintegrated. Divorce is another form of social breakdown: mortality rates are higher among the single, widowed and divorced than among married people. 

A hundred years ago Durkheim wrote about ‘anomie’ (literally lack of law) and suicide rates. He noted that town or countries with a high proportion of Protestants (e.g. Germany) had higher suicide rates that places with Catholic majorities (e.g. Italy). His explanation was that Catholics live by a clear set of rules issued by the church whereas Protestant live without rules – they are expected to work things out by themselves. 

There has been much interest recently in the concept of ‘social capital’. Puttnam originally used the term in a study of local government in Italy to describe communities which seemed to be thriving. He identified four characteristics: 

· Existence of community networks

· Participation in networks (civic engagement)

· Having a local identity and sense of solidarity

· Having norms of trust and reciprocal help and support

Puttnam’s ideas have been taken up by social epidemiologists. 

One key measure of strong communities – high social capital – is how wealth and income are distributed. Countries with high income inequality have worse health on some measures such as infant mortality. Brazil and Cuba are an example. Brazil is richer than Cuba: GDP per head $8600 vs $3900. But in Brazil income is very unequally distributed with some very very rich people and many very poor people. In Cuba is strongly communist with a small range of income from poor to rich. Infant mortality is 28.6 per 1000 in Brazil and 6.2 per 1000 in Cuba. 

There is now a huge literature on social capital, especially income inequality, and health. The strongest findings are from the USA which begs the question of whether it is just a feature of US society. There was, however, some evidence of a similar effect in England: 

D Stanistreet, A Scott-Samuel, and M A Bellis Income inequality and mortality in England. Journal of public health medicine 21 (2), 205-7 (Jun 1999)

The other question is whether the effect operates at country or small area level.

Psychosocial health 

The Whitehall II cohort study, run by Michael Marmot, has produced a lot of evidence about the effects of stress at work. Stress needs to be defined carefully. The key aspects which lead to physical and mental ill health are : 

· effort / reward imbalance


· demand / control imbalance.

So a ‘stressful’ job is one where the rewards don’t match the effort you put in, and one where you can’t control the demands made upon you. A job on a factory production line is more stressful than being the chief executive of BP; in Whitehall working as a nurse in A&E is more stressful than being chief executive of the NHS. 

ETHICS 

In ethics there is no correct answer. Your task is to analyse the problem and put arguments for and against. Here are the standard categories for analysis, first proposed by Beauchamp and Childress:
· Good (beneficence)

· Harm (maleficence)

· Self (autonomy - make your own decisions about yourself)

· Others – justice. 

So for example laws which compel people to wear seat belts save lives (good) but don’t let people decide for themselves (no autonomy). 

Here is an interesting critique of Beauchamp and Childress:

http://archive.journalchirohumanities.com/Vol%2014/JChiroprHumanit2007v14_34-40.pdf 

Justice is an interesting one. Broadly speaking it refers to the effect of your decision about one person on the rest of society. In public health we generally reckon that the correct ethic is to do the greatest good for the greatest number of people. ‘Greatest good’ is measured by ‘years of extra life’ or ‘quality adjusted life years’. It’s the philosophy which is implemented in cost-utility analysis. This focus on maximising utility in society is called utilitarianism and was put forward by Jeremy Bentham in about 1800.  

There are two main problems with utilitarianism: (1) can you really measure ‘greatest good’?  and (2) we sometimes want to ignore the cold rational choice and do our best, regardless of cost, for someone in real trouble. This is relevant to high cost drugs for people with very rare illnesses. John Rawls addressed this point in his doctrine of ‘justice as fairness’. He thought that you should always give priority help the worst off in society. 

Some ethical matters are regulated by law in the UK. For example the Human Rights Act confers a right to privacy, and the Data Protection Act regulates the use of personal data – both of these protect the autonomy of individual with respect to their own data.

The Helsinki declaration set standards for ethics in medical research :

www.wma.net 

HEALTH improvement 

Face-to-face

A healthy lifestyle depends on beliefs, attitudes and behaviours. How do people form their beliefs and attitudes? 

Becker and Maiman suggested, in their ‘health beliefs model’, that we ask ourselves three questions: 

Is it serious?

Will I get it?

Can I do something to avoid it?

M H Becker and L A Maiman  Sociobehavioral determinants of compliance with health and medical care recommendations. Medical care 13 (1), 10-24 (Jan 1975)

This model works well in explaining vaccine uptake. So to increase vaccine uptake, you should emphasise it’s serious (e.g. measles causes encephalitis); it’s common so you WILL get it; the vaccine works (e.g. flu vaccine will keep you safe). A survey in the early stages of the 2009 swine flu outbreak gives some support to this notion. 
Rubin GJ, Amlot R, Page L, Wessely S. Public perceptions, anxiety, and behaviour change in relation to the swine flu outbreak: cross sectional telephone survey

http://www.bmj.com/cgi/content/full/339/jul02_3/b2651 

But Becker and Maiman’s model doesn’t do very well in explaining why people smoke. They know that smoking causes cancer (it’s serious), they realise that they are likely to be affected by some smoking-related disease (they will get it) and they know that if they quit the risk drops (they can avoid it). But they still smoke. 

The weakness in Becker and Maiman’s model is that it ignores social processes. It assumes that all you have to do is give people the facts. 

The theory of planned behaviour (Ajzen) emphasises that it is not only the perceived consequence but my belief of what others expect (the subjective norm) leads to an attitude which predicts behaviour. So it may be important to challenge the belief of what others expect (e.g. to counter belief among 16 year olds that everyone else is sexually active). 

Also important is teaching social skills (how to say no to a cigarette, how to deal with peer pressure) rather than simply imparting factual knowledge. 

Some school programmes emphasise self efficacy – that you can control your own destiny. This is sometimes called locus (place) of control which may be internal (it’s my choice) or external (it’s beyond my control). 

S E Waisbren et al. Psychosocial factors in maternal phenylketonuria: prevention of unplanned pregnancies. American journal of public health 81 (3), 299-304 (Mar 1991

Prochaska & DiClemente set out their stages of change model in 1984. This is also called a ‘trans-theoretical’ model. It is important because it is the basic technique used in UK smoking cessation clinics. The model states that people always go through four stages in changing their behaviour: 

· Precontemplation - not even thinking about it

· Contemplation – thinking about it but haven’t done anything practical

· Preparation – have set a date, bought the Nicorette etc

· Action – quit

Some people have added a fifth stage – maintaining the change. 

There is some evidence from questionnaire surveys that people do move sequentially through these stages but there is also evidence against – many smokers just wake up one day and quit. 

Robert West and Taj Sohal "Catastrophic" pathways to smoking cessation: findings from national survey BMJ 332 (7539), 458-60 (25 Feb 2006)

Susan Michie has presented a nice summary of all the behaviour change models in her ‘Behaviour Change Wheel.  Here is the original paper 

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3096582/?report=reader
and here is an easy-to-read summary: 

http://www.ecdc.europa.eu/en/press/events/Documents/1110_Susan%20Michie_Part%201.pdf 

Techniques

Two techniques used in face-to-face health promotion are motivational interviewing and cognitive behaviour therapy.  

Motivational interviewing as introduced by Miller and Rollnick takes clients through a sequence of: Feedback-Responsibility-Advice-Menu-Empathy-Self-efficacy (FRAMES). Most of this is fairly obvious – the ‘menu’ is a set of options to consider. Responsibility means accepting responsibility for your own health, not blaming external factors (‘it’s my metabolism’). Self-efficacy is the idea mentioned above that you have the ability to changes successfully.  

Cognitive therapy is somewhat similar, but also emphasises cognitive skills for example imagining scenarios and how to deal with them e.g. being offered a drink or cigarette and how to resist the temptation. 

Techniques for collective action

So far we have been considering face-to-face health improvement. We now turn to the more strategic aspects. 

A basic set of policies for collective action will include: 

· National action
There are some things that only a government can do: 

· Tax / subsidy – e.g. duty on alcohol, provide free school fruit. An easy way to make things cheap is to exempt them from sales tax e.g. no Value Added Tax on cycle helmets.
· Ban – e.g. ban advertising of cigarettes

· Health services

· Primary care services can offer ‘brief’ interventions, though the definition of ‘brief’ is a matter of opinion. The standard consultation with a GP is six minutes long, so anything over 90 seconds probably doesn’t count as brief for them. High street pharmacies may have longer, and are increasingly seen as a venue for the brief intervention. Perhaps the main role of the GP is to identify people who need health promotion services and to refer them on (to exercise classes, dietician, smoking cessation etc).

· Hospitals can do three things. Firstly some people need treatment – surgery for their obesity, detox for their alcoholism etc. Secondly, hospitals can set a good example – no soft drink vending, healthy canteen food, safe bicycle parking etc. And thirdly, the hospital is a major local employer so the hospital workforce is a good place to start with any halth promotion initiative. 
· Other local players

Other local organisations to involve depend on the particular issue. Almost always schools and colleges will be involved; perhaps the police (to enforce alcohol laws, or work with drug abusers); leisure services (for exercise schemes); and so on. IT will often be wise to work with commercial interests such as manufacturers and retailers.

Social marketing

Social marketing is marketing of a ‘social good’. Here are the four ‘P’s of marketing: 

· ‘Product’ (or ‘proposition’) - brand / message / desired behaviour e.g. ‘5 a day’

· Place (setting) - school, workplace, home (beermat)

· Price - free / subsidised

· Promotion - paid adverts, publicity stunts, giveaways 

Marketing also includes concepts of 

· consumer focus: why would anyone want to wear a bicycle helmet? -  it’s hot / uncomfortable / looks ridiculous etc. 

· market segmentation: 4-5 yr olds need different mix of 4 ‘P’s to 10- 11 yr olds. 

This is a social marketing website :

www.ism.stir.ac.uk/pdf_docs/social_marketing.pdf 

and here is an excellent account of social marketing in action (a handwashing campaign in Ghana): 

Valerie Curtis, Nana Garbrah-Aidoo, and Beth Scott Ethics in Public Health Research: Masters of Marketing: Bringing Private Sector Skills to Public Health Partnerships American Journal of Public Health 97 (4), 634-41 (01 Apr 2007) 
Community development

What can public health professionals bring to community development? If it really is community development, we shouldn’t go there only to push the health agenda. 

Here are some of the things we might be able to contribute: 

Expertise

Specific – e.g. data on housing and health

General – e.g. filling out forms, tackling bureaucracies

Resources

Specific – e.g. health trainers?

General – e.g. photocopying, rooms to meet in etc

Factors affecting community change (Fawcett / Kansas group):

Pub Hlth Rep 2000; 115: 174 – 9. see also other papers in same issue

Evaluation of health promotion

Here are some examples of evaluation of health promotion projects and campaigns: 

· Karelia – the most famous area programme intervention. It gave the lie to the notion that so much of cardiovascular disease is genetic or learned by the time you’re grown up that tackling behaviours in adults is pointless. They got dramatic change within five years. 
P Puska et al. Change in risk factors for coronary heart disease during 10 years of a community intervention programme (North Karelia project). British medical journal (Clinical research ed.) 287 (6408), 1840-4 (17 Dec 1983)

· Heartbeat Wales – the only evaluation of an area cardiovascular campaign in the UK. A null result: change in the intervention area but change also in the comparison area. Probably the intervention just wasn’t intensive enough to shift deeply ingrained behaviours. 
C Tudor-Smith et al. Effects of the Heartbeat Wales programme over five years on behavioural risks for cardiovascular disease: quasi-experimental comparison of results from Wales and a matched reference area. BMJ (Clinical research ed.) 316 (7134), 818-22 (14 Mar 1998)

· ASSIST – the only evaluated schools intervention in the UK. Shows you can do something about smoking if you use state-of-the-art theory on social change and select a very precise target group.  
Campbell R et al. An informal school-based peer-led intervention for smoking prevention in adolescence (ASSIST): a cluster randomised trial. http://download.thelancet.com/pdfs/journals/lancet/PIIS0140673608606923.pdf  

· Project ALERT (tobacco, alcohol, marijuana) : a big US anti-drug project
· Google “Project ALERT” for more info on this

· Legacy ‘truth’ campaign  - the best single evaluation of a media campaign. Again the key to success was very precise targeting of the message and the audience. 
Farrelly MC, Davis KC, Haviland ML, Messeri P, Healton CG.

Evidence of a dose-response relationship between "truth" antismoking ads and

youth smoking prevalence
. Am J Public Health. 2005 Mar;95(3):425-31.

· VERB campaign  - not sure what’s happened to this since 2005. 
Huhman M, Potter LD, Wong FL, Banspach SW, Duke JC, Heitzler CD.

Effects of a mass media campaign to increase physical activity among children:

year-1 results of the VERB campaign. Pediatrics. 2005 Aug;116(2):e277-84. 

Early intervention

Preschool day care in deprived populations – 1960s onwards

(Cochrane review – 8 studies, all USA)

Perry Pre School project / Head Start (USA); Sure Start

There are two evaluations of Sure Start in the UK. The government committed to this wholesale on the basis of the US experience so no randomised trial. The first UK evaluation, against comparable area without Sure Start suggested possible adverse effects – mothers in Sure Start areas were worse off. The second evaluation was more positive, perhaps because the programme itself had changed. Initially SureStart programmes were free to choose what they did; later there more direction about what to do and how to do it. 
Belsky J et al. Effects of Sure Start local programmes on children an families: early findings from a quasi experimental, cross sectional study.  
http://www.bmj.com/cgi/reprint/332/7556/1476
Melhuish e et al Effects of fully-established Sure Start Local Programmes on 3-year-old children and their families living in England: a quasi-experimental observational study. 
http://download.thelancet.com/pdfs/journals/lancet/PIIS0140673608616876.pdf 

Parenting programmes (Sarah Stewart-Brown)

Parenting skills for teenage mums (Cochrane review – 4 studies)

Preventive medicine 

Use "Preventive medicine" section of www.freebooks4doctors.com for science base - a little dated and rather American but still good. 

The Prevention Paradox "A preventive measure that brings large benefits to the community offers few benefits to each participating individual." Geoffrey Rose 

Legislation

Here is a checklist (not a complete list) of legislation used to protect or improve public health: 

Injury control

seat belts 

speed limits

motor cycle helmets

Pollution control

clean air acts

lead free petrol 

Food additives

Folate to prevent neural tube defect (US, Canada) 

Miscellaneous

tobacco duty – deliberately kept high to lower sales

advertising bans 

ban on smoking in public places (implement in England summer 2007)

Communicable disease laws: powers to 

Control, compulsory examination of persons, detention 

Destroy food 

Restrict movement of people e.g. if rabies occurs 

Health & safety legislation
Environment

Air pollution

The main pollutants of outdoor air to consider are: smoke, SO2, NO2, ozone; radiation. More information at 

http://www.comeap.org.uk 
Indoor pollution includes cigarette smoke and in some parts of the world pollution from fires and burners. 

In the famous London smog of 1952, which caused a big upsurge in deaths and led to the Clean Air laws, the smoke concentration was 500 microgm / m3.  This is about ten times current levels in London.

In 1990 Hong Kong legislated to reduction air pollution by sulphur, and the following paper estimated the resulting reduction in mortality: 

Hedley AJ, Wong C-M, Thach TQ, Ma S, Lam T-H, Anderson HR. Cardiorespiratory and all-cause mortality after restrictions on sulphur content of fuel in Hong Kong: an intervention study. The Lancet, Volume 360, Issue 9346, Pages 1646 - 1652, 23 November 2002

Radiation

This is a good website on radiation: 

 http://www.hpa.org.uk/radiation/ 

You need a basic knowledge of how radiation is measured. Distinguish 

· amount of radioactivity, measured in Becquerel e.g. Chernobyl released more Bq than Five Mile Island

· amount hitting a person, measured in Gray e.g. the dose given in radiotherapy. 10Gy in a single dose is enough to kill you instantly

· Biological effect of the amount, in Sievert – this is the usual measure in epidemiology. 

Have some awareness of where radiation comes from:  

The average exposure of someone in the UK is 2.6 mSv., of which 50% is from radon decay products and a further 35% is natural (e.g. cosmic rays). Most of the remainder is from man-made sources, of which 97% is medical (radiotherapy, X-rays etc). 

The following all give you about 1 mSv: 

10 weeks in Cornwall (lots of granite there)

50 Chest X rays

250 hours long haul flight (more exposure to solar and cosmic radiation)

A single CT of chest gives about 8mSv. 

The safe limit for the general population is set at 5 mSv in a year. 

Non-ionising radiation includes things like magnetic fields. There has been great controversy about the magnetic fields which occur whenever electricity moves along a cable. For a summary on power lines and cancer see:  http://www.mcw.edu/gcrc/cop/powerlines-cancer-FAQ/toc.html
Remember Bradford Hill’s criteria when trying to assess this evidence!

Health protection incidents

Three famous acute episodes of environmental contamination: 

Mercury contamination

MacLehose R et al. Mercury contamination incident J Public Health Med 2001; 23: 18 - 22.  http://jpubhealth.oxfordjournals.org/cgi/reprint/23/1/18 

Bhopal

P Cullinan, S Acquilla, and V R Dhara  Respiratory morbidity 10 years after the Union Carbide gas leak at Bhopal: a cross sectional survey. The International Medical Commission on Bhopal. BMJ (Clinical research ed.) 314 (7077), 338-42 (01 Feb 1997)

Goiania

This is a whole book – a big download but a fascinating story: 

 http://www-pub.iaea.org/MTCD/publications/PDF/Pub815_web.pdf  

The basic sequence for emergency planning is: 

ASSESS – what hazards in our locality / what likely scenarios?

PLAN – work out how you will respond!

PREPARE – buy the extra blankets, stockpile drugs / vaccines etc

RESPOND – mostly police / fire / ambulance / hospitals not public health

RECOVER – services need time to get back onto a normal footing; public health input here is to continue monitoring health of the population (see Cullinan article above). 

Housing and health

The World Health Organisation famously defined health as a state of complete physical, mental and social wellbeing. Housing affects all three.  

1. Physical health 

a. Overcrowded housing favours the spread of disease. In England from 1860 onwards, the Medical Officer of Health could order a slum clearance is the local incidence of tuberculosis was too high

b. Typhus is common in shanty towns and refugees camps

c. Damp housing probably affects respiratory health, though actually the objective evidence for this is scant. 

2. Mental health:  Poor housing affects psychological health in obvious ways. 

3. Social health: High rise flats may result in social isolation for people with mobility problems (especially if the lift breaks down) 

Here’s an interesting RCT of the effects of insulating poor housing: 

Philippa Howden-Chapman et al.Effect of insulating existing houses on health inequality: cluster randomised study in the community BMJ 334 (7591), 460 (03 Mar 2007) doi:10.1136/bmj.39070.573032.80
Water supply and sewage disposal are also aspects of the housing. 

We could list housing interventions which have some evidence for effectiveness in improving health. The list would include: 

1. Pest control

2. Keeping the house dry and removing mould

3. Radon mitigation

4. A home policy against smoking indoors

5. Lead control, especially old paint

6. Smoke alarms (which must be in working order!)

7. Swimming pool fencing

8. Preset water temperature to avoid scalds
Global warming

There is a good document on DH air pollution website. Health effects of global warming can be classified into: 

· Communicable disease – tropical disease in the UK, higher ambient temperature to more food poisoning outbreaks, ‘tropical’ and vector borne disease may move to the UK

· Environmental – more floods as icecaps melt

· Mitigation – moves to control global warming may benefit health e.g. carbon taxes may force people out of cars and onto bicycles!

Health at work

Health at work is perhaps more directly relevant to the Faculty of Occupational Health but there is certainly some overlap e.g. worker cohort studies of coal miners or people in the nuclear industry. 

In the UK health and safety at work is covered by laws including those covering control of substances hazardous to health (COSHH). Most health premises have large amounts of  biologicals, chemicals and often radiation equipment as well. Compliance with safe practice is most difficult for GPs and dentists : it is typical that small employers have health and safety problems because they can’t afford proper equipment. 

Some occupations are associated with disease. A brief checklist would include:

Radiation workers – lung cancer

Coal miners – pneumoconiosis

Shipyards – mesothelioma and asbestosis

These disease should not occur at all nowadays because we are aware of the hazards and workers should be protected (for example by ventilation systems, breathing devices, close monitoring and substitution of safe materials for hazard ones). 
Physical dangers (mine collapses, fires or explosions) are a hazard in some workplaces. But we are increasingly aware of damage to mental health from workplace stress. ‘Stress’ needs careful definition: the Whitehall II studies define stress as effort/reward imbalance, and demand/control imbalance. More on this below. 

Nutrition

principles of nutrition, nutritional surveillance and assessment in specific populations including its short and long term effects; the influence of malnutrition in disease aetiology, pregnancy, and in growth and development; markers of nutritional status, nutrition and food; the basis for nutritional interventions and assessment of their impact; social, behavioural and other determinants of the choice of diet; Dietary Reference Values (DRVs), current dietary goals, recommendations, guidelines and the evidence for them; the effects on health of different diets (e.g. “Western” diet)

When you read a study on nutrition and health ask yourself: is this about 

· A pattern of eating (e.g. the Mediterranean diet)?

· An ingredient (e.g. fat intake)? 

· A blood measurement or biomarker (e.g. cholesterol)?
There are three basic ways to study food intake: 

· A food frequency questionnaire

· A 7-day food diary, with or without weighing each meal

· Blood or urine measurements

The food frequency questionnaire and food diary can be allied to a table of typical values to convert reported food intake (e.g. three carrots) to a set of ingredients (e.g. grams of fibre). 
These methods all have problems. The standard food frequency questionnaire asks for typical eating over the previous 6 months, giving obvious problems of recall. The 7-day diary or weighed intake is more accurate but the act of measuring may distort habits, and this method does not capture long term habits. The conversion tables from carrots eaten to fibre intake depend on concepts such as an ‘average carrot’. Blood or urine measurements (e.g. 24 hour salt excretion) provide only indirect evidence on food or ingredient intake. 
So what do we know? 
Firstly, there are some classic deficiency diseases: 

Pellagra – niacin 

Goitre and cretinism - iodine

Vitamin A – third world 

Beriberi – thiamine

These all meet the strict requirement of clinical observation followed by detailed description followed by intervention – giving the vitamin cures the disease. We sometimes add vitamins or other substances to common foodstuffs to prevent disease. The commonest examples are adding niacin to flour to avoid pellagra, and iodine to salt to avoid goitre and endemic cretinism. More recently, the USA and Canada (but not the UK) have passed laws requiring the addition of folate to bread to reduce the incidence of neural tube defect. 

Philippe de Wals et al. Reduction in Neural-Tube Defects after Folic Acid Fortification in Canada The New England Journal of Medicine 357 (2), 135-42 (12 Jul 2007) info:doi/10.1056/NEJMoa067103
Next, it’s pretty clear that eating too many calories causes obesity which causes a range of problems. Life insurance companies routinely require info on weight and height so it is beyond doubt that people with a Body Mass Index outside the range of about 18 – 25 die younger.  
Beyond that, things get a bit more difficult, mostly because of the problem mentioned above in relating blood measurements to diet, and in measuring dietary intakes accurately. So let’s stick to the strong evidence. 

1. About forty years ago the Seven Countries Study established a strong correlation, in the seven countries studied, between mean serum cholesterol and mortality from coronary heart disease. Cohort studies such as the Framingham study showed that high serum cholesterol predicts coronary artery disease. Studies of groups of patients have shown that lowering cholesterol in the diet lowers serum cholesterol and reduces the risk of a heart attack. So this one seems pretty secure. 
2. The Inter Salt studies convincingly showed a strong correlation between blood pressure and 24-hour urinary sodium excretion. We then invoke a chain of logic – high salt intake implies high salt intake; high blood pressure is known to cause stroke and increase the risk of a heart attack; low salt diets reduce mean blood pressure. So again this one seems pretty secure, albeit not water-tight because I don’t think any study has followed enough people on a low salt diet for long enough to prove a reduction in stroke or heart disease. 
Paul Elliott, Jeremiah Stamler, Rob Nichols, Alan R Dyer, Rose Stamler, Hugo Kesteloot, and Michael Marmot Intersalt revisited: further analyses of 24 hour sodium excretion and blood pressure within and across populations
BMJ May 1996; 312: 1249 - 1253
http://www.bmj.com/cgi/content/full/312/7041/1249 
Sacks FM, Svetkey LP, Vollmer WM, et al. Effects on blood pressure of reduced dietary sodium and the Dietary Approaches to Stop Hypertension (DASH) diet. N Engl J Med 2001; 344: 3-10.
http://content.nejm.org/cgi/content/full/344/1/3
3. At country level, countries with diets which provide much of the calorie intake as fat have a higher incidence of breast cancer (but remember here how difficult it is to measure ‘fat intake’ in country-wide population surveys). 

4. The Mediterranean diet seems to be associated with a lower incidence of coronary heart disease – but a recent meta-analysis was dominated by just two studies; both from the USA and both using survey data to construct a ‘Mediterranean diet index’. The Mediterranean diet is of course not precisely defined, since the whole concept started with a simple observation that populations in southern Italy and in Greece eat little meat, much pasta, plentiful olive oil and red wine and suffer less heart disease. 
Francesco Sofi, Francesca Cesari, Rosanna Abbate, Gian Franco Gensini, Alessandro Casini. Adherence to Mediterranean diet and health status: meta-analysis. BMJ 2008;337:a1344 BMJ 2008;337:a1344
http://www.bmj.com/cgi/reprint/337/sep11_2/a1344
So the current dietary goals and recommendations in the UK are: 

· 2 500 kcal per day ( = 10,000 kJ)

· Less than 35%  of energy as fat

· '5-a-day' (400 grams of fruit and veg / 18 grams of fibre) 

· Less than 6gms of salt per day (equivalent to about 2 grams as sodium)

This is because: the diet of ‘Western’ societies is typically contains: 

· Too much total energy (calorie intake) – leads to obesity 

· Too much total fat – associated with higher incidence of breast cancer 

· Too much cholesterol – associated with coronary heart disease 

· Too little fibre (non starch polysaccharide) – associated with higher incidence of bowel cancer 

· Too much salt – associated with higher mean blood pressure and hence stroke. 

There are extra recommendations for some subgroups: e.g. pregnant women should avoid soft cheese (listeriosis), liver (too much vitamin A is harmful), take extra folate (to reduce the chance of neural tube defect).  

SCREENING

Screening policy in the UK is determined by a national committee: see www.nsc.nhs.uk. This committee uses criteria initially proposed by Wilson and Jungner: 

http://www.screening.nhs.uk/criteria
Wilson and Jungner’s original report, if you want to read it, is here – quite long but full of good stuff!


http://whqlibdoc.who.int/php/WHO_PHP_34.pdf 

These criteria can be grouped into three sets: 

The disease: importance, natural history

The test: specificity and sensitivity, positive predictive value, likelihood ratio

The programme: ethics, economics, the NHS 

Note that two extra criteria have been added for genetic screening. 

The benefits of screening need to be established in proper trials: this was done for breast and colon cancer screening. But cervical cancer screening became widespread before any trials were done. 

J S Mandel et al. Reducing mortality from colorectal cancer by screening for fecal occult blood. Minnesota Colon Cancer Control Study. The New England journal of medicine 328 (19), 1365-71 (13 May 1993)

S Shapiro, P Strax, and L Venet Periodic breast cancer screening in reducing mortality from breast cancer. JAMA : the journal of the American Medical Association 215 (11), 1777-85 (15 Mar 1971)

The need for trials to prove what may seem obvious is shown by the story of neuroblastoma. This is a fatal cancer of childhood. The cancer produces a characteristic chemical which can be detected in urine. When urine screening was introduced in Japan and in Canada, twice as many cancers were detected as had ever presented clinically. This must mean that if left alone, 50% of neuroblastomas regress spontaneously. Otherwise all of them would eventually grow large enough to be obvious clinically.

W G Woods et al. A population-based study of the usefulness of screening for neuroblastoma. Lancet 348 (9043), 1682-7

Incidentally even for breast cancer, screening reveals more cancers than ever presented clinically (by about 30%). 

Gotzsche PC, Nielsen M. Screening for breast cancer with mammography. Cochrane Database Syst Rev 2006(4):CD001877 

Genetic screening is increasing in importance. Its value was shown in a programme in Montreal: Ashkenazi Jewish pupils were screened to see if they were carriers of the genes for Tay-Sachs disease or beta-thalassaemia. This programme coincided with a 90% reduction in the incidence of these diseases over a 20-year period, presumably because the teenagers used this information to guide their reproductive choices. 

J J Mitchell et al. Twenty-year outcome analysis of genetic screening programs for Tay-Sachs and beta-thalassemia disease carriers in high schools. American journal of human genetics 59 (4), 793-8 (Oct 1996)

Screening tests and Bayes theorem

Bayes theorem gives the mathematics of updating a probability when new information becomes available. In screening, you update (raise or lower) the probability of someone having a condition once you know whether they have screened positive or negative. 

Suppose for example the prevalence of neural tube defect in a population is 5 per 1000 pregnancies. Then the pre-test (Prior) probability is 0.005.

Now suppose an expectant mother tests positive on screening, and neural tube defect is now 10 times (say) more likely.  The post test (Posterior) probability = 0.05. 

Bayes theorem states that prior odds x likelihood ratio = posterior odds. 

The likelihood ratio is calculated as follows: 

EXAMPLE:

	
	TRUTH: pos
	TRUTH: neg
	

	SCREEN: pos
	4
	15
	19

	SCREEN: neg
	1
	980
	981

	
	5
	995
	1000


Likelihood of positive test if you have the disease 

4/5 people with a positive test have the disease (80%)

Likelihood of positive test if you do NOT have the disease - 

15/995 people with a positive test do NOT have the disease (1.5%), 

Likelihood RATIO for a positive test is  [ 80% / 1.5% ] = 53 

Using the same data, this test is sensitive to 4 out of 5 of the actual cases – 80% sensitivity. 

The test correctly rules negative 980 / 995 of those who do not have the disease – 98.5% specificity. 

Of the 19 people who screened positive, 4 actually had the disease: the positive predictive value is 4 / 19 i.e. 21%. 

Mathematically the likelihood ratio is equal to [ sensitivity / (1 – specificity) ]

Assessing test performance

How well a screening test performs can be assessed using the ‘receiver operating characteristic’ or ROC curve.  This concept arose in testing radar sets in World War II. If you turned up the sensitivity, the radar would pick up seagulls as well as enemy aircraft; as you turned the sensitivity down, the radar wasn’t crowded with seagulls but also you started to miss some of the incoming aircraft. Sensitivity and specificity are inversely related. This can be put on a graph. 

Now suppose someone designs a new radar: for any given level of specificity, the new radar has higher sensivity. It is a better radar. If you plot sensitivity up the y-axis and specificity in reverse (or  [1 – specificity ] which gives the same effect) on the x-axis on the ROC chart, then the better test will further left: at each level of sensitivity, specificity is higher. 

See this paper for an example of ROC curves: 

Etta Pisano et al. Diagnostic performance of digital versus film mammography for breast-cancer screening. The New England journal of medicine 353 (17), 1773-83 (27 Oct 2005)

GENETICS

elementary human genetics; inherited causes of disease in populations; basic genomic concepts including patterns of inheritance, penetrance, genotype/phenotype differences, polygenetic disorders, gene-environment interactions and the role of genes in health and disease; ætiology, distribution and control of disease in relatives; elementary molecular biology as related to genetic epidemiology and microbiology.

Mendel described how genes work. Remember that you have two copies of every gene (except for genes on the X chromosome if you are male). In Mendelian genetics, disease inheritance can be: 

· Dominant. If either copy of the gene is defective you get the disease. An example is Huntingtons disease.  Because only one copy of the abnormal gene is needed to cause disease, testing or screening the family of an index case is likely to turn up other cases. 

· Recessive. If only one copy is defective, you are disease free (but a carrier). If both copies of the gene are defective, you have the disease. An example of this is cystic fibrosis. Because two copies of the abnormal gene are needed to cause disease, testing family members (other than children of the same two parents) is unlikely to reveal any other cases, except in communities with many cousin marriages. 

· Sex-linked. The gene is on the X chromosome, so only males get the disease. An example is haemophilia. 

We now know that life is a lot more complicated! Many inherited diseases do not behave as Mendel would have predicted. 

Firstly there are many diseases which must be determined to some extent by your genetic make-up because they are more common in the sibs and other family of index cases than you would expect by chance. But no one gene is responsible. Examples include hypertension and schizophrenia. The Harvard public heath group have identified 32 genes which have some association with obesity; the more or these genes which have mutations, the more likely you are to become obese if your diet is suboptimal, for example, consists of too much fizzy drink:
Qi et al Sugar sweetened beverages and genetic risk of obesity. http://www.nejm.org/doi/full/10.1056/NEJMoa1203039 
Next there are single gene diseases where a mutation can result in severe disease in one person but little or no disease in another person with the same mutation. This is known as variable penetrance. The genotype does not predict the phenotype. An implication of this is that genetic screening gives little information – it doesn’t tell you whether or not you are going to suffer from the disease. An example is haemochromatosis. 

On the other hand genotype is sometimes strongly predictive e.g. women with the BrCa1 mutation have a 80% lifetime risk of developing breast cancer. (Some people consider this high enough to justify prophylactic bilateral mastectomy.) The Huntington’s disease mutation is also strongly predictive and this has been used for disease control programmes based on genetic counselling: 

P S Harper et al. Decline in the predicted incidence of Huntington's chorea associated with systematic genetic counselling and family support. Lancet 2 (8243), 411-3 (22 Aug 1981)

Genotype does not perfectly predict phenotype because of interaction between genes and the environment. You may have genes which predispose you to hypertension – but your intake of salt will determine how high your blood pressure goes. You may have the gene for phenylketonuria – the disease is practically certain unless you avoid phenylalanine in the diet. And so on.  

Recent studies have shown that genetic make up affects the risk of smoking giving you macular degeneration; of second-hand smoke causing lung decline in people with cystic fibrosis; and even whether or not exercise training will affect your fitness in old age: 

Dominiek Despriet et al.

Complement Factor H Polymorphism, Complement Activators, and Risk of Age-Related Macular Degeneration
JAMA: The Journal of the American Medical Association 296 (3), 301-9 (19 Jul 2006)

J Collaco et al.

Interactions Between Secondhand Smoke and Genes That Affect Cystic Fibrosis Lung Disease
JAMA: The Journal of the American Medical Association 299 (4), 417-24 (30 Jan 2008)

Stephen Kritchevsky et al.

Angiotensin-converting enzyme insertion/deletion genotype, exercise, and physical decline.
JAMA : the journal of the American Medical Association 294 (6), 691-8 (10 Aug 2005)

Next, a single gene can have mutations at many different sites in the DNA which makes up the gene. This is important for genetic screening – you can screen for and not find a particular mutation but the patient may have one of the other mutations. So a negative screen for a specific mutation does not predict no disease.  If you are going to screen whole populations for mutations you need to know which ones cause most of the disease locally e.g. four or five mutations cause most of the cystic fibrosis in Western European populations. Note that a gene may confer high risk of disease to an individual but account for few of the cases in a population. So the BrCa1 Gene, though highly predictive of breast cancer in an individual (as noted it confers a 20% lifetime risk of developing breast cancer), only accounts for small percentage of the disease – i.e. most women with breast cancer do not have this gene mutation.  

Next a couple of oddities. Familial hypercholesterolaemia is inherited in dominant fashion. So people with only one copy of the abnormal gene (heterozygotes) should have the disease. So will people unlucky enough to have two abnormal copies (homozygotes): but actually the disease is much worse in homozygotes (typical blood cholesterol 14mmol/ l) than in heterozygotes (typical blood cholesterol 9 – 10 mmol/ l ). Homozygous familiar hypercholesterolaemia is very rare. 
Fabry disease is an X linked condition. Males are affected; but it is now known that female heterozygotes also have signs of the disease. 
STATISTICAL METHODS

http://www.tufts.edu/~gdallal/LHSP.HTM 

Fuller treatment including calculations etc

http://bmj.bmjjournals.com/collections/statsbk/ this is the entire text of “Statistics at square one”

elementary probability theory; methods for the quantification of uncertainty; estimation of confidence intervals; independence of events; conditional probability; standard statistical distributions (e.g. Normal, Poisson and binomial) and their uses; sampling distributions; principles of making inferences from a sample to a population; measures of location and dispersion and their appropriate uses; graphical methods in statistics; hypothesis testing; type I and II errors; problems of multiple comparisons; parametric and non-parametric tests for comparing two or more groups; sample size and statistical power; regression and correlation; the appropriate use, objectives, and value of multiple linear regression, multiple logistic regression, principles of life-tables and Cox regression. Comparisons of survival rates; heterogeneity; funnel plots; the role of Bayes' theorem.

You may be required to calculate: 

Standard Error and Confidence Interval (CI) of a proportion and of a difference in proportions, Chi Square for a 2 X 2 table, McNemar's test, standardisation - direct and indirect, weighted averages, CI and standard errors for means

Elementary probability theory

Let’s start with elementary probability theory. 

First, note that we talk about the probability of an event, but what we measure is the rate in a group. If we observe that 5 babies in every 1000 have congenital heart disease, we say that the probability of a (single) baby being affected is 5 in 1000 or 0.005. 

Elementary probability theory tells us that to find out the probability of two separate or ‘independent’ events BOTH happening, you multiply together their individual probabilities. 

So: 

Probability of a baby having congenital heart disease – 0.005. 

Probability of baby having blue eyes is (I’m guessing)  - 1 in 10 i.e 0.1

Probablility of baby having BOTH blue eyes AND congenital heart disease = 0.005 * 0.1 i.e. 0.0005 or 5 in 10,000. 

Now we go back and do the study: if we find that of every 10,000 babies not 5 but 38 have both blue eyes and congenital heart disease, then something has obviously gone wrong. What must have gone wrong is the assumption we made for the elementary theory to work, namely that the two events are separate or independent. We conclude from our observations that blue eyes and congenital heart disease are not separate indepedent events. Maybe one causes the other, or maybe something (a gene mutation? or a dietary deficiency?) causes both. 

An awful lot of statistical theory uses this assumption of independence to make predictions of how often things should happen. 

What about the probability of one thing OR another? Here you add their individual probabilities – provided that they can’t both happen (exclusive). A first stroke is either fatal or non-fatal, but can’t be both fatal and non fatal. Notice that if you list out all possible outcomes (e.g. fatal stroke OR non-fatal stroke OR no stroke)  one of them must, for certin, to happen. It is certain that you have either fatal stroke OR non-fatal stroke OR no stroke. ‘It is certain’ means the probability is 1; so if you list all possible events, the sum of their probabilities must add up to one. 

A note for geeks: this has a technical application when we come to probability distributions such as the Normal or chi-squared distributions. Here we don’t have just three possible outcomes, we have an infinite number. Nevertheless it remains true that if we add up the probabilities of all possible outcomes we get 1 – the area under the curve is 1. 

Descriptive statistics

Statistics are collections of numbers. Rather than listing all of them, we need ways to summarise them. There are three ways to summarise whether the numbers are all big, or all small, or all intermediate – i.e. to summarise where the centre of the distribution of numbers lies: these measures of centre are the mean, median and mode. 

Measures of how spread out the numbers are include things like the range (difference between the smallest and largest), variance, standard deviation etc. 

Graphics are used to display data. Use a system to analyse them: 

1. This is a scattergram [type of display] showing data for life expectancy and deprivation [data plotted] in health authorities in England [units of analysis]. 

2. The obvious feature is a close inverse relationship (but formal analysis is needed). 

3. We interpret this to mean that life expectancy decreases as deprivation increases (but more information is needed before we can conclude this is a causal relationship). 

Types of display to recognise include: 

Bar chart 

Histogram or frequency chart – NB notice the difference from a bar chart. 

Scattergram

Pie chart 

Box and whisker plot

Survival curves including the Kaplan Meier plot 

There are some displays specific to systematic reviews such as Peto or forest plots and funnel plots: more on this below. 

Testing and estimation

Statistical analysis of results may include estimation or hypothesis testing. 

Hypothesis testing

In hypothesis testing, you accept or reject a hypothesis, usually a ‘null hypothesis’.  Suppose we find a difference between two groups in survival: patients on a new drug have a pain score of 15 months, patients on the old drug have a pain score of 18. So the difference in scores is 3. Do we accept or reject the hypothesis of no true difference between the groups? Is a difference of 3 a lot, statistically speaking – a huge difference that is rarely seen? Or is it not much – the sort of thing that happens all the time? 

The ‘null hypothesis’ imagines that there is in reality no difference between the two groups. Or the null hypothesis may be that your dataset is from the same population as some standard – e.g. your sample has a mean blood pressure of 138; you want to know if this is different from the population mean of 144. It’s a difference of 6: is that big enough to conclude that our sample is different from the main population?

A statistical test (we’ll say more about this later) tells you how often you’d get a difference of 6, simply by chance, if the null hypothesis is correct - no real difference between the sample and the main population. Suppose the test is done and its result is that P = 0.32. This means that you’d get a difference of 6 quite often just by the play of chance – 32 times in 100 – even when there is in reality no true difference between the sample and the population.

On the other hand if we did the statistical analysis and P = 0.0001 then we say that you’d only get a difference as big as 6 by the play of chance 1 time in 10,000. That’s so rarely that we want to reject our hypothesis of no difference: there is something different about our sample. 

Somewhere between 0.32 and 0.0001 we may not be sure whether to reject the null hypothesis or not. Mostly we reject the null hypothesis when, if the null hypothesis were true, the result we got would have happened less than 5 times in 100 by chance.  This is the ‘conventional’ cutoff of 5% or P <0.05. This cutoff is commonly used but it’s arbitrary i.e. no particular reason why we use 0.05 rather than 0.06 or 0.048 or whatever. 

Of course we may later find out (e.g. because people do more experiments) that actually we were looking at one of those 5 times in 100 – i.e. there really was no difference between the two groups. So we were wrong when we said the result was so rare that it couldn’t be due to chance and so rejected the null hypothesis. This mistake is called a Type I error. It most often occurs if we do lots and lots of tests on the same data. If you do 100 tests, 5 of them are going to be in that category of ‘only happens 5 times in 100’, so it would be stupid to declare these 5 statistically significant (which is the same as saying ‘would happen by chance, if the null hypothesis is true, less than 5 times in 100’). 

If for some reason you have to do lots of tests, adjust them using Bonferroni’s method to avoid making a lot of Type I errors. 

The other mistake is to say that a result could easily be due to chance when in fact it wasn’t. That’s the Type II error. This error is common if you are dealing with a study which was too small: not enough data to reveal the underlying not-due-to-chance regularity. 

A study big enough to reveal anything which is truly there is said to have adequate power. The probability of a Type II error is called ‘beta’ β, so power is 1 - β. The size needed to give adequate power can be calculated. It depends on three things: 

· Do you want to detect a tiny effect or just a big one? – this depends a bit on how variable the thing is that you are measuring: it’s easier to spot a small pimple on a smooth surface than an dent in a jagged one.   So effect size is usually expressed as number of standard deviations difference or something similar. 

· How certain do you want to be that you will find something if it is really there? 80% certain (power) or 90% certain? More power – bigger study

· What are you going to use as your cutoff in the hypothesis test (e.g. 1% or 5%)? Smaller cutoff – bigger study.

By ‘a bigger study’ I mean one with more data – i.e. usually more patients or subjects. 

Here is the power statement from a statistical protocol: 

‘Based on an estimated cumulative incidence of injuries requiring medical attention of 35% in the first two years of life, a study of 800 participants (400 intervention: 400 control) would have over 80% power to detect a risk ratio of 0.7 at the 0.05 level of significance, allowing for a 10% loss to follow up.’

The other issue in hypothesis testing is whether to test one-sided or two-sided. Going back to the pain study – we had a difference of 3. The two-sided test asks ‘How often would we get a difference as big as either + 3 or – 3?’ The one-sided test assumes that it is absolutely impossible to get a difference of  - 3 and only asks about + 3. There are very few situations in which it is ‘absolutely impossible’ for the result to come out the opposite of what you got, so two-sided testing is almost always the correct procedure. One-sided might be ok in studies of growth (nobody shrinks) or treatment of rabies (case-fatality ratio already 100%, can only go down), but very little else. With a one-sided test you are more likely to declare a result statistically significant (take too long to explain why here): because journals like ‘statistically significant’ results there is always a temptation to go for the one-sided test. 

Estimation

So much for hypothesis testing. Estimation is simpler – you give an estimate (e.g. ‘the mean is 42.3’, or ‘the percentage reduction is 15%’) with a confidence interval (e.g. the mean is 42.3, with a 95% confidence interval 36.2 to 48.1’). The estimate (42.3 in this example) is known as the ‘point estimate’. We interpret this to finding as follows: our point estimate of the mean is 42.3. This is however just an estimate; roughly speaking we can be 95% confident that the true mean lies between 36.2 and 48.1. 

Notice that estimation is more informative than, and therefore preferable to, hyporthesis testing. If you reject a null hypothesis, did you only just reject it or reject it by a mile? The hypothesis test doesn’t tell you because in the end it is just yes or no – reject or don’t reject. 

In the exam you may be required to calculate the confidence interval around a mean or proportion. To do this, you use the property that the 95% confidence interval around a mean or proportion is about twice (strictly speaking 1.96 times) the standard error of the estimate. You need to memorise the formula for standard error of a mean and of  a proportion. For example  the standard error on an estimated proportion is: 

sqrt { [P * (1-P)] / N }

Multiple regression

Multiple regression is used to sort out many (multiple) predictors of an outcome. For example age, sex, smoking, body mass index, blood pressure etc all predict the occurrence of heart disease. Sometimes you want to focus on just one predictor – e.g. in a study of cancer, does the surgeon’s specialty predict survival time? - with all other predictors e.g. patient’s age, sex, stage of tumour and so on  - as confounders. In other studies all the predictors are of interest, it’s just that you want to know the effect of each one independently of all the things it’s mixed up with. 

Because the outcome depends on the predictors, it is sometimes called the dependent variable – and so the predictors are called the independent variables. 

There are three main types of multiple regression. The key is what type of outcome you are trying to predict – is it (a) a binary, yes / no outcome, (b) time to an event or (c) a number? 

Logistic

If your data have classified the outcome you are trying to predict as yes / no (e.g. alive or dead at 5 years) then you need multiple logistic regression. The results will be expressed as an odds ratio. The crude odds ratio is what is in the data: e.g. 36 / 1000 smokers got lung cancer; 4 / 2000 non-smokers got lung cancer so ratio of odds of lung cancer in smokers compared to non-smokers is 18:1. The ‘adjusted odds ratio’ is the odds ratio after doing the multiple regression procedure to allow for confounding (e.g. perhaps in this example the all smokers were older than the non-smokers). 

The odds ratio and adjusted odds ratio are estimates of the truth – a point estimate - so they come with a confidence interval. Remember that a ratio of 1 means the two things are equal. So if the confidence interval includes 1, it means that we can’t be sure the there is any difference e.g. odds ratio for death comparing manual with non-manual workers OR 1.4, 95% CI 0.8 to 2.1. Roughly speaking we can be 95% confident that the true odds ration is between 0.8 and 2.1 – this includes 1.0 so the odds ratio for manual: non-manual could be 1:1 i.e. the odds could be the same in both groups.  

Cox proportional hazards

Now suppose the data are times to an event (e.g. disease free survival in days). If so, you need Cox proportional hazards regression. The result is given as a ‘hazard ratio’. Although the technique is called survival analysis, the hazard ratio is the hazard of death so low is good e.g. a hazard ratio of 70% means roughly speaking that survival is 30% better. 

You can only give a single number for the difference in hazard if this ratio is constant throughout the period of follow up. So Cox’s method is invalid if the ratio changes. The commonest example of a changing ratio occurs when you compare surgery – high early mortality followed by cure – with medical treatment – slow steady decline. If you can’t use Cox’s proportional hazards method, you have to use the non-parametric ‘log rank’ technique. This does not give an estimate of relative survival or hazard. It leads to a hypothesis test (with P value) of whether there is no difference between the two groups. The non-parametric technique cannot sort out multiple predictors so you have to make the groups comparable in the study design e.g. by random allocation. 

Linear

If the data are numbers (e.g. an area rate of disease), you need multiple linear regression. A ‘number’ can be whole or decimal, plus or minus. (A ‘count’ is a whole number which can be zero, 1, 2, etc but not negative – to model a count you need Poisson regression). The result is given as a regression co-efficient. This number tells you how much the outcome changes when the predictor goes up by one unit. I’ll just say that again: 

the regression co-efficient tells you how much the outcome changes when the predictor goes up by one unit. 

The regression co-efficient may be negative – this means that when the predictor goes up by one unit of whatever its measured in, then the outcome changes by a negative amount i.e. it goes down. 

You can put this mathematically. If y is the outcome and x is the predictor, and b is the regression coefficient, then y = bx is a mathematical way of saying that when x goes up by 1, y changes by b. 

You could draw a graph of this equation: it would be straight line with slope b. So the regression coefficient b is sometimes called the slope co-efficient. 

You could also use this equation to predict what y should be for any given value of x: suppose b is 1.5. Then if x is 2, y should be 3. Or ‘if the deprivation score is 10, the admission rate should be 15’. Suppose you go back to your dataset and find a place with deprivation score of 10. This place turns out to have an admission rate not of 15 as predicted but of 18, a difference of +3. This difference between what y should be and what it actually is in your data set for each x is called the residual. 

Because admission rate isn’t actually 1.5 times the deprivation score, the equation y = bx isn’t strictly true. If you want to to make the equation indicate the correct y for each x, you have to put in an extra something. This is the error term ε: 

y = bx + ε

Finally, as it stands this equation predicts that when x is zero y is zero (plus or minus the error term). But actually when x is zero, y may be 10 or 15 or some other number, a. 

So the complete linear regression equation is: 

y = a + bx + ε

This is for just one predictor variable x. If you had two predictors, x1 and x2 the equation would be 

y = a + b 1x1 + b2x2 + ε

Now to predict y you need to plug in the value of both and x1 and x2. 

Notice that the regression coefficients for x1 and x2 are different because the outcome changes by a different amount for each predictor.  

The regression co-efficient is an estimate of the true relationship between predictor and outcome, so you might expect to see a confidence interval. For some reason you don’t – people always give P values with regression coefficients. Using the conventional 5% criterion to judge statistical significance, if P > 0.05, then we can’t reject the null hypothesis that the regression co-efficient is really zero i.e. outcome doesn’t change at all when predictor goes up by 1, i.e. no relationship between predictor and outcome.  

There are three main requirements for this estimate to be the best possible estimate of the true relationship between predictor and outcome: 

· (1) The relationship must be linear! (at least in the range you are analysing). 

· (2) All observations must be independent. This is not true if the data come from an area map because adjacent areas tend to be similar in both predictor and outcome e.g. Newham and Tower Hamlets, adjacent boroughs in London, are more alike to each other than either is to Camden. It is also not true if the data are from consecutive time periods (e.g. daily admissions to hospital) because any surge or drop in admissions on one day is likely to overlap midnight and so affect the next day’s count as well. 

· (3) All observations equally “accurate” or equally weighted (homoscedastic). This would not be the case if for example the outcome is an area mortality rate which for some data points is based on 6 deaths in a small town but for other points is based on 1000 deaths in a large metropolis.  

If the relationship is linear and the line has been put in the best possible place on the graph, i.e. ‘b’ is as correct as possible, then the data points should be scattered randomly around the line: half above, half below, most fairly close, some a bit further away and so on.  (This works even if the graph is in three, four or five dimensions!) If this scatter around the line is strictly random then the difference between the datapoints and the line – the residuals – are by definition Normally distributed, because that’s how the Normal distribution is constructed – it’s the distribution of a random variable.  So one way of checking that requirement (1) is met is to see if the residuals are Normally distributed. 

You can also express requirements (2) and (3) mathematically in terms of the residuals. 

The other number, apart from ‘b’ the regression co-efficient, that comes from a multiple regression is ‘R squared’. R squared tells you the proportion of variation in outcome explained by predictors – so if R2 = 0.68, it implies that 68% of the variation in the outcome is explained by the predictors you have included in the multiple regression. Note that this is ‘explained’ statistically – it says nothing about cause and effect. 

Transformations

There are 5 main reasons to transform data (e.g. by using the square root or logarithm of the data in your analysis):  

1. make variance equal

2. make linear

3. make Gaussian / Normal

4. other simplification (e.g geometric mean?)

5. presentation of results (e.g. to make the graph fit on the page)

Very Large G/Nomes Seem Pathetic

Note that the first three of these may all be needed to get the data to fit the requirements for a linear regression analysis. 

Regression to the mean

Regression to the mean isn’t about multiple regression analysis. It happens when you select people for study on the basis of something which varies e.g. blood pressure. Suppose you set up a study in which you measure blood pressure in 500 people, and select the top 50 for some intervention. Notice that what you have done is to select a group whose blood pressure has today hit a peak in its day-to-day variation. What do think you will find next time you measure them? Of course their blood pressure will not be at its peak next time round. It will look as though your original 50 have lowered their blood pressure even if you don’t do anything to them: their blood pressure will have moved near to (regressed to) the mean. The same would apply if you had picked the lowest 10%  - their blood pressure will have moved up towards the mean next time you measure it. 

Almost any intervention direct at ‘the worst 10%’ will show improvements – so be suspicious of success stories from interventions targeted at hospitals at the bottom 

of league tables!

How would you analyse…..

A key question in statistics is what analysis to use. You get the answer to this question by focussing on the type of problem or data. Is it about

Groups 

Association (different measures on the same thing) 

Survival or

Time series?

Groups

There are two types of group data. Firstly “Please put me in a 2 x 2 table”. 

You have a group of, say, 120 people and you want to put each one of them into a category (so this is categorical data):

Category 1 – ate chicken, fell ill

Category 2 – ate chicken, did not fall ill

Category 3 – did not eat chicken, fell ill

Category 4 – did not eat chicken, did not fall ill

The results are most easily shown as a 2 x 2 ‘contingency’ table: two rows, two columns. The statistical technique is chi-squared. You can also use chi-squared for a 2 x 3, 3 x 4 or any other number of rows and columns. 

The Chi-squared test only works well for large numbers, defined as an expected value of 5 or more in each category (cell of the contingency table). Notice that it is the expected value, not the actual observed value, which must be 5 or more. For a ‘small-number’ two-by-two table, you can use Fishers exact test. To avoid small numbers in a many row, many column problem you make the number bigger by aggregating some of the categories i.e. collapsing some rows or columns together. 

Chi-squared is a ‘test statistic’. There are many different test statistics – Student’s ‘t’ test statistic, Mann-Whitney’s U statistic, McNemar’s test statistic and so on. All of these test statistics work the same way: someone (e.g. Mann Whitney or McNemar) has worked out their probability distribution, that is how often the test statistic takes any given value. So for example chi-squared, in a 2x2 testing situation, doesn’t get bigger than 3.84 very often: less than 1 time in 20 in fact. More formally, the probability of Chi-squared exceeding 3.84 is less than 0.05 or P < 0.05. 

If you calculate chi-squared for your data and it is 3.84 or more, then the pattern of data you are looking at would have occurred by chance – assuming the null hypothesis is correct - less than 5% of the time. That’s unlikely enough that it would lead us to reject the null hypothesis. But what is the null hypothesis? In a contingency table the null hypothesis is no association between the row variable (chicken eater status) and the column variable (illness status). 

The other type of grouped data is as follows: 




People
}
bigger}


“Is one group of 
towns
}
wiser
}

the other one?”




Numbers}
different from}

Again we have sorted people / towns/ numbers into categories. But what we are analysing now is the mean score for each group, not the number of people in the group. So it isn’t a contingency table. This situation requires analysis of variance (ANOVA): “a misleading name for a collection of methods that deal with differences in the mean of a variable across groups” (metric variable to give mean, nominal scale for groups or categories)

· one way: e.g. blood pressure mean in different racial groups

· two way: e.g. blood pressure mean by sex in different racial groups 

A special case of this is the ‘t’ test, which is for the difference in means where you only have two means to consider. The ‘t’ test makes various assumptions: 

what you’re measuring is (1) Normally distributed and (2) has same variance in populations from which groups / sample drawn (you may not know this for sure and have to use the variance of the samples themselves to guess) and (3) measurements are independent of each other and not for example before & after measurements  on the same subjects.  

If the assumptions for the ‘t’ test are not met, you have to use a non-parametric test such as the Mann-Whitney U test. This would be the case if the data come from an ordinal scale such as the SF-36 rather than an interval or ratio scale such as height or blood pressure. More on scales below. 

McNemar’s chi-squared test is for discordant pairs. Typical pairs are case and control in a matched case-control study, or examiner 1 and examiner 2 in some testing process. The test tells you whether the pair differ more often than you expect by chance e.g. case and control are different in exposure to some risk, examiner 1 gives a fail and examiner 2 gives a pass or vice versa etc. 

Scales 

Scales may be:

· Nominal: e.g. ethnic group 1 = white, 2 = black etc

· Ordinal: 3 is worse than 2 but better than 4 (many pain and quality of life scales are like this with categories like ‘mild’ ‘moderate’ ‘severe’) 

· Interval: 15 -> 20 on the scale is same difference as 30 -> 35 but 40 is not twice 20. Usually means scale doesn't start at zero (e.g. temperature) 

· Ratio: 8 is double 4. (e.g. length of stay, mortality rates, ££) 

The type of scale determines what statistical analysis to use on the results. 

Nominal scales are categories – use chi-squared or ANOVA. Kappa is measure of agreement for nominal scales e.g. do two judges put observations into same categories (e.g. positive or negative screening mammographies 

Ordinal scales require non-parametric analysis, such as the Mann Whitney U test and various rank sum tests.  

Interval and ratio scales are ok for parametric tests provided the extra assumptions for each specific test are met.

Parametric and non parametric

The concept of a ‘parameter’ is a bit difficult to explain so it’s easier just to remember which tests are parametric and which aren’t. Two simple rules cover most of the tests: 

· if it depends on any Normal assumption, it’s definitely parametric 

· if it’s based on rank order it’s definitely non parametric. 

So the Mann Whitney rank sum test for groups and the log rank test for survival data non-parametric. The ‘t’ test is parametric. 

If it isn’t Normality dependent, and it isn’t a rank tests, it could be either: you just have to look it up. 

Generally speaking you should use parametric tests if you can i.e. if the assumptions can be met. You may have to transform the data (e.g. take its square root or logarithm) to get this to happen. Parametric tests are more ‘powerful’ i.e. more likely to spot that something is not just due to chance. This is because 

(parametric)

“IF we can assume that in these people [blood pressure] is Normally distributed, then this is a very odd result, most unlikely to be due to chance…...”

(non parametric) 

“………But it isn’t so odd if [blood pressure] isn’t Normally distributed.”

Association

We have already discussed tests for association: for two variables the measure of correlation is the Pearson correlation co-efficient, sometimes called the product moment or least squares coefficient. This is a parametric measure. The non-parametric equivalent is the Spearmann rank correlation. 

Note that both Pearson and Spearman give you a number which indicates how closely two things (height and weight, IQ and success rate, % smokers in a town and its SMR) are associated: +1 perfect association, 0 no association, -1 perfect inverse association etc. You still need a P value to tell you whether this association could be due to chance (to reject the null hypothesis of no association). And of course even if they are associated it doesn’t mean one causes the other.  

If you have measured many variables in an individual (height, weight, blood pressure, smoking, alcohol, coronary artery disease) or a town (deprivation, number of GPs, admission rate) then you analyse the associations by multiple regression, as discussed above. 

[Cronbach’s alpha – for agreement between raters e.g. reading a mammogram]

Survival

There are two options for analysis of survival (i.e. time to an event) data: Cox proportionate hazards model (parametric) or the log rank test (non parametric). A Cox model, provided the assumptions are met, will tell you the relative hazard associated with each predictor. The log rank test will only tell you whether to reject the null hypothesis of no difference in average time-to-event between two groups. 

Here is an excellent article about this: 

 http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1065034/
Time series

Simple time series analysis consists of a graph for trend or seasonal peaks. You may want to smooth things out with a moving average. 

Predictive models e.g. does level of particulates in air predict hospital admissions? are immensely complicated and beyond the scope of the Part A exam. First you have to cope with the fact that each count in a time series is correlated with the one before and the one after e.g. as an epidemic develops or a weather front moves across the country. So you need an auto regressive (AR) model to to cope with this. Next, to smooth out bumps you need a moving average (MA) model. Finally you need to integrate the two, giving an ARIMA model. 

Meta analysis

Systematic review is the attempt to locate all studies that have ever been conducted on a specific research question e.g. “What effect does a low-salt diet have on blood pressure?”

C D Mulrow Rationale for systematic reviews. BMJ (Clinical research ed.) 309 (6954), 597-9 (03 Sep 1994)

Meta-analysis is the mathematical action of trying to combine all of the data from all of the studies to give a single best answer to the question – narrowing the confidence interval or more technically increasing the precision of our estimate of the effect size. 

A proper systematic review requires a clear search strategy and an explicit method for scoring the quality of the studies. It is often necessary to write to study authors to get further information and perhaps original data. 

If the studies are very different (heterogeneous) there is no point trying to combine them This may be commonsense e.g. six studies on blood pressure of which five used salt-free diets and one used drugs. Heterogeneity can also be shown statistically simply because the results of the studies are so scattered. Suppose for example the effect size in four studies were 1.2, 1.5, 0.8, and 1.1 but in the fifth study it was 6.8. The numbers alone tell you something is odd. 

Here’s an example of ‘commonsense’ heterogeneity: 

Andrew Herxheimer Does melatonin help people sleep?  BMJ 332 (7538), 373-4 (18 Feb 2006) doi:10.1136/bmj.332.7538.373
And here’s one of numerical heterogeneity: 

Tamer Rabie and Valerie Curtis Handwashing and risk of respiratory infections: a quantitative systematic review. Tropical medicine & international health 2006; 11: 258-67
Various biasses can arise in carrying out the systematic review, of which the most obvious are  publication bias (negative results not published) and language bias (reviewers only look at English language papers). Another bias arises if authors publish the same results (or data from the same patients) more than once - multiple publication bias. 

Matthias Egger and George Smith meta-analysis bias in location and selection of studies BMJ 316 (7124), 61-6 (03 Jan 1998)

Models

How a statistician thinks

Step 1: Here’s a number (result) : but is it a big one or a small one? 

Step 2: What sort of number are we talking about – is is a “difference-between-two-means” sort of number, or a “correlation co-efficient” sort of number etc? 

Step 3: Start modelling. 

Step 3a. Find some other number that behaves in the same way as our sort of number (e.g. Student’s t, Chi-squared, the Normal deviate etc) – this is the test statistic. 

Step 3b. Calculate the test statistic for our numbers.   

Step 3c. Work out how often the test statistic is that big or small i.e. its frequency distribution.  (NB computing or proving the distribution of test statistics is what statisticians do for research.) Answer: e.g. only once in 100 times  –> P = 0.01. 

Step 4: Apply result to Step 1!

Three famous models 

These all function by converting numbers into probabilities

(i.e they are probability density functions) 

You have to specify some things about the model (cf "what scale is this model aircrcaft?")

To model: 

· A binary or yes / no event: binomial function (specify expected proportion of yes/no)

· A count (e.g. number of cases of …): Poisson function (specify mean / expected number for thing you are modelling)

· A number (e.g. area death rate): Normal Gaussian function (specify mean and standard deviation d of the thing you are modelling)

A ‘count’ is a whole number, not negative i.e. 0,1,2,3,4,5…

A ‘number’ can be positive or negative, whole or decimal e.g. +34.3 or  -0.02. 

ORGANISATION AND MANAGEMENT  - theory

This is a difficult bit of the syllabus for two reasons: 

· no consensus on standard doctrine

· most of the writing is theories with little evidence to back them up. 

On the other hand this is important to you – public health is done in organisations so you need to understand how organisations work. Also you can see this stuff going on all around you all the time – whereas you don’t often get to work on a cohort study or randomised controlled trial!

Here is a book which gives useful short summaries of a range of authors – far more than you need for the Part A exam: 

· Carol Kennedy. Guide to the Management Gurus. Random / Century 1998

That said we can make sense of the syllabus thus: 

First we need to describe organisations. Then we need to think about change in organisations. But we don’t want change just to happen – we want to lead it. But leadership happens in groups, so we need to know about groups.  And finally we need some knowledge of one-to-one processes, including insight into our own behaviours. 

Hence:
Describe – change – leadership – groups – one-to-one.

Organisations - describing
The first step to understanding is to describe an organisation. The ‘McKinsey 7S’ does this: 

1. Staff – how many doctors / nurses / managers / public health workers etc

2. Skills – qualifications, experience etc

3. Structure – it can be very interesting to see who is a Board level Director e.g. is public health a Board appointment? What about information technology? Or human resources? This tells you a lot about what the organisation regards as important

4. Systems – does the organisation produce an annual or five-year plan? What are the reward systems – how are people rewarded for good work? etc

5. Strategy – where does the organisation want to be in five years? (Some organisations don’t know – they have no strategy!)

6. Style – does the style favour open debate or is everyone cautious and secretive? Does the patient come first or balancing the budget?

7. Shared values – similar to item 6. 

On style: Handy pointed out that most organisations show one of four main styles. Sometimes different parts of a large organisation have different styles. 

· Power: the organisation revolves around a powerful boss: I think we can all recognise this style! In such an organisation the key to getting something done is (obviously) persuading the Chief Executive. 

· Task: in a ‘task’ organisation everyone is focussed on gettin the job done without worrying about who does it. Hospitals tend to go into this mode in an emergency e.g. doctors are happy to do a porter’s job of wheeling patients to theatre. Many GP practices are like this; so also small campaigning charities such as Action on Smoking and Health (ASH). 

· Role: In a role organisation people stick to their job description. Large bureaucracies are like this - the Department of Health is a classic example. Perhaps finance departments have to be like this for financial probity. 

· Person: we don’t have many ‘person’ organisations in public health. The idea is that you hire good people and let them do their own thing. A lawyer’s chambers is the classic example. Some academic departments used to be like this – hire good researchers and let them pursue their own interests. This is less common now because research departments tend to specialist in particular fields and so need everyone to focus as a team on that particular field. 

On structure: some common structures are:

· Functional teams: cancer / CHD / mental health. This form of organisation is obviously good at tacking specific projects. The weakness comes when there is a problem which does not fit obviously into any team. Also because there tends to be only one post for each discipline (e.g. public health) in each team it is not good for peer support or career progression. 

· Divisional: finance / commissioning / public health. This is good for peer support and career progression, problems can almost all be allocated. But divisional structures result in ‘silo working’ e.g. commissiong and public health heading off in opposite directions without realising it.  

· Matrix: locality AND disease. With a matrix structure you may be responsible for a particular locality (e.g. Guildford) AND be the lead for a disease area (e.g. cancer). This is good for outsiders who are locality based e.g. local residents, local government because they can build a relationship with one person and do not have to work out which bit of your organisation matches their problem (e.g. if someone has a stroke is that cardiovascular disease or neurology?). The disadvantage is that people within the organisation don’t know who has the lead – is the Guildford person or the cancer person? And if you have two responsibilities which is more important – which set of meeting do you go to?

All organisations have a formal structure like this but also an informal structure of people who work together, do each other favours and so on. These informal structures often cross from one organisation into another, for example from a public health team into a local hospital or general practice. In academic life people who collaborate and share each others’ thinking can become an ‘invisible college’. 

Crane D. Social structure in a group of scientists: a test of the “invisible college” hypothesis. American sociological review 1969: 34: 335 – 351. A social tie with a high publication scientist brought other scientists into a large network of influence and communication.  This particular study was on agricultural innovations.

The ‘community of practice’ was proposed by Wenger. A community of practice must 

i. be a joint enterprise (trying to solve the same problem); 

ii. have mutual engagement (interact easily and constructively with each other); and

iii. have a shared repertoire (a wide range of shared vocabulary, routines and assumed knowledge). 
These informal networks need to be identified if you are to lead organisational change. You can do this formally or informally by asking people to nominate those whose opinion they respect. 

People who will be affected by change are ‘stakeholders’ in the change. For example an initiative on sex education in schools will include as stakeholders: pupils, parents, teachers, local family planning clinics, perhaps some religious organisations etc etc. 

Travers J, Milgram S. An experimental study of the small world problem. Sociometry 1969; 32: 425 – 443. 

Innovation and change 

Everett Rogers wrote a big book about how change happens: 

Everett Rogers. Diffusion of innovations (4th edition)

Based on research in the 1940s (actually in agriculture) we predict that innovations (e.g. crack cocaine) will spread quickly if they have these five characteristics:

· Relative advantage (no need to find a vein) 

· Compatibility (same dealers and addicts as before) 

· Simplicity (no need for needle or syringe) 

· You can trial it (not all or nothing) 

· The benefit is easily Observable (quick high)

Ryan B, Gross NC. The diffusion of hybrid seed corn in two Iowa communities. Rural sociology 1943; 8: 15 – 24. 

Conversely, digital X ray is spreading very slowly because although it has some advantages, you need completely different equipment (not compatible), you can’t just hold the Xray up to a window to see it (not simple), you have to commit the whole hospital to it (no trial) and the benefits are mostly not obvious to the people who use the system i.e. the radiologists. 

As regards individuals, we can recognise four types: 

Innovators >> Early Adopters >> Late adopters >>> Laggards. 

Some people try to say that these four categories form a Normal (i.e. Gaussian) distribution i.e. 2.5% are innovators – always have the latest gadgets etc; early adopters are the next 33%, then late adopters (33%) and the laggards are the rest. The idea is that you need to convince the early adopters because these are the opinion formers (see above on communities of practice). Innovators do not mould community opinion because they are so far ahead of their time that most ordinary people cannot relate to them or their enthusiasms: we think they are half mad. I’m sure you can think of people you know who are in this category!

Leadership

Groups and organisations also need leadership, which takes us into the leadership literature.  

Early theories emphasised leadership ‘traits’ such as intelligence, self confidence, persistence, etc   - also charisma. This is the leader as hero. The problem with this theory is that it doesn’t tell you how to train leaders: people either have traits or they don’t. So the US military, who had a particular need to train leaders, came up with a different view of leadership as a set of skills, namely: 

· specific knowledge (e.g. how to strip a rifle in the army, how to run a quit smoking group) 

· problem solving

· social judgment (i.e. people handling). 

These three skills can all be taught. 

But this theory of leadership as a set of skills is all about the leader. What about the followers? Fiedler proposed a different model: leadership as contingency, a “best fit” between leader, led, and task. So we need to analyse: 

· The leader: values [efficiency vs people], delegation, operating style, personal contribution, need for certainty etc

· The people he or she is trying to lead: own competence, psychological contract with leader, interest in problem, past experience, culture 

· The specific task: creative / routine, deadlines, complexity, do msitakes matter, importance. 

A complex model has been developed by the NHS: the ‘medical leadership competency framework: http://www.leadershipacademy.nhs.uk/discover/leadership-framework/ 
Groups 

Public health is a group activity – you will always be working with other people, and almost always in groups. So you need to know how groups behave.

Adair had a simple model for groups – they have three types of needs, all of which must be met if the group is to be successful:

· Task needs – getting the job done

· Group needs – making sure people communicate and interact well

· Individual needs – personal goals and sensitivities.

Group formation

Someone – I’m not sure who!* – pointed out that newly formed groups typically go through 4 phases: 

Forming – storming – norming – performing. 

(* I now know who, thanks to Liz Brutus: it was 

Tuckman BC (1965).  Development sequence in small groups.  Psychol Bull. 63(6), 384-99.)

‘Forming’ is the business of polite hellos etc. ‘Storming’ follows as group members debate the fundamentals of what lies ahead; this needs to be followed by some form of consensus (‘norming’) before the group can start ‘performing’. 

Group membership

Meredith Belbin ran management games and thought that you could identify certain roles that were necessary for any group to function properly. Here are the five main ones (there were a lot more):

· Specialist (technical expertise) – had the technical knowledge of the specific task e.g. communicable disease control expert knows incubation period, mode of transmission etc. 

· Completer / finisher – makes sure minutes are written action agreed deadlines met etc

· The Plant – comes up with all the new ideas (called the Plant because Belbin tried to plant one in each group)

· Monitor / evaluator – casts a dispassionate eye over the Plant’s bright ideas

· Resource investigator – goes off and chats to people or does the research

· Team worker (hugs everyone) – makes sure people aren’t feeling left out / depressed etc

The Plants are interesting – more intelligent than average, and pushy. Groups consisting only of Plants should be good but they aren’t: they spend their time criticising each others’ ideas. Belbin called this Apollo syndrome and didn’t forget to point out that groups of NHS consultants behave like this. They need firm Chairmen to perform well. 

Group versus group

We should give some thought to the interaction between groups. Lingard et al wrote an interesting analysis of the interaction between professional groups (doctors, nurses, therapists) on the intensive care unit. They challenged the cosy notion of a team all focussed on the patient and highlighted the way that groups compete for attention, priority and resources, using concepts of ‘ownership’ and ‘trade’. So, for example, the doctors admit they don’t know much about how the respirators work – the respirators are ‘owned’ by the technicians. Team members trade physical commodities such as pumps, but also social commodities such as respect and goodwill. 
Lingard et al The rules of the game  http://ccforum.com/content/8/6/R403 
Individuals

Maslow thought that individuals had a hierarchy of needs, from a need for food and shelter at the bottom through money to prestige at the top. Maslow’s theory is that once a want is satisfied, it is no longer important to motivation. So there comes a point where what people want is not more money but more prestige or more power. This may explain why hospital doctors are still disgruntled despite a recent pay increase: they already had enough money, what they wanted was more control over the running of the hospital. 

This is somewhat akin to Herzberg’s 1959 work on motivation to work – there is a basic set of ‘hygiene’ factors which you have to get right such as working conditions, company policies etc. You can’t actually motivate people with these but if you get them wrong people are dissatisfied. Then there are the positive motivators such as achievement, career progression etc. 

Elton Mayo’s experiments at the Hawthorne factory in the 1930s showed that people work harder if they think people are interested in them – social processes at work. This is the ‘Hawthorne effect’. Mayo found that workers produced more if factory lighting was increased – but also produced more if the lighting was turned down again! It wasn’t the lighting that mattered to the workers, it was the fact 

that someone was interested enough to be researching them. 

Management 

A hundred years ago Fayol argued that there were five tasks of management: 

· Plan, Organise, Co-ordinate, Command, Control

This is still a good summary (and a good set of headings for an essay) but it doesn’t capture everything that is expected of a good manager. Mintzberg (in about 1975) said that management was not the rational, orderly process described by Fayol. Mintzberg studied top managers and found that mostly what they do is to ‘muddle through’. He thought that managers had three types of role: 

· Interpersonal – as a figurehead for the organisation, as a leader, and as a person who liaises with other organisations (particularly higher organisations e.g. primary care trust managers with strategic health authority managers)

· Informational – to monitor activity, disseminate news and information, and to act as a spokesman; 

· Decisional – e.g. to allocate resources including staff rotas, budgets etc; to handle ‘disturbances’ when things don’t go to plan; and as a negotiator in conflicts. 

Drucker wrote of the ‘Effective Executive’. His concept was that as an executive you need to figure out what you can do as a unique contribution – no point duplicating other people’s effort. Your unique contribution might not be what was on the job description – for example in public health you may be the only person who really understands hospital activity data even though you are not officially an information specialist. 

One key skill for managers is the ability to delegate. This has four steps: 

· Explain

· Train

· Monitor

· Praise

It’s good to remember the phrase “Delegate responsibilities not tasks”. As a trainee you will often be given tasks – ask for the responsibility instead (making sure you get the explain, train and monitor bit of delegation!) Here’s the difference: 

‘Do me a literature search on physical activity for next week’s meeting’

‘I’d like you to take on the responsibility for developing an implementing a strategy for increasing physical activity’. 

Creativity

Some problems are so difficult that they demand develop creative solutions. Here are some techniques for creativity: 

Group techniques

· Brainstorm – the basic rule of a brainstorm is that no-one is allowed to criticise or even comment on  any suggestion until everyone has come up with five (or whatever) suggestions. The concept here is that if you allow comment people will go back into their shells and clam up.

· Time out – take people out the workplace, away from meail and mobile phone, into a completely different environment to help them get a new perspective. 

· Knowledge management – libraries and online technology such as blogs and Google can help people to see what solutions have worked elsewhere in different fields (for example the cardiac surgeon at Great Ormond Street asked for help from the Ferrari Formula 1 team). 

http://www.telegraph.co.uk/news/main.jhtml?xml=/news/2006/08/29/normond29.xml 

Personal techniques

· Play 

· Mind map 

· Art – try to draw the problem!

I hope these speak for themselves!

Negotiation 

The Harvard Negotiation project came up with some rules for successful negotiation: see the book by Fisher and Ury:  “Getting to Yes”. 

· Separate the problem from the people (‘Theatres are not used to the full’ not ‘It’s the nurses’  / the surgeons’ fault”)

· Focus on interests not positions (‘we’re all interested in getting patients treated quicker’  not ‘we must operate in the evenings’)

· Invent options (e.g. one-stop clinic, pre-assessment, recovery rooms, nurses to do some work instead of doctors etc)

· Objective criteria (e.g. meets standards set by a Royal College) 

Almost 50 years ago French and Raven listed five social processes which can help you to get other people to do things for you i.e. they are bases of social power: 

· Reward: pay but also – remember Maslow – people who control prestige can get people to do things for them. 

· Coercive: if you can make life difficult for someone (might be simply pestering them every day) they are likely to do what you want

· Legitimate: people respect obligations. You are obliged to do what your boss asks you. But also your boss has obligations to you e.g. your trainer has an obligation to help you attain learning objectives so you can use this to get funding for relevant courses.

· Expert: technical experts have power if only they know the answer e.g. if there is an outbreak of polio people will do what the communicable disease consultant suggests because he or she simply knows more about the problem than anyone else (I hope!).  

· Referent: this is an odd word but French and Raven refer to the fact that you will do almost anything for people who make you feel valued. Those of you with children will know what I mean! 

Running health services 

History of HS and public health in the UK

Funding of health services 

First notice that patients may belong to health systems as citizens (e.g. the NHS), customers (e.g. health maintenance organisations) or employees (e.g. armed forces health services).

The money which pays for health care may be collected in three main ways: 

1. By taxation. The NHS is funded by general taxation – the government pays for health care out of all the money it raises in taxes. Or tax may be hypothecated – i.e. a tax specifically collected to pay for one purpose only. California used to have a tax on cigarettes which was hypothecated to tobacco control programmes – I’m not sure if this is still the case. 

The advantage of funding from general taxation is that (a) it is a very large pot of money and so doesn’t run out and (b) governments can explicitly decided whether to improve health but more into, say, education rather than health services. The disadvantage is the consumers of healthcare are mostly elderly, whereas the tax payers are a younger generation. So each generation depends on the next generation for enough national prosperity to fund healthcare. 

2. Insurance systems raise money from premiums paid by individuals. Some countries operate a compulsory payroll tax to pay for health insurance. One obvious problem with this system is that it loads the costs of health care onto the workforce and so may worsen the general economy. Healthcare insurance may be taken out by individuals or their employers (as in the USA), which leave some people uninsured, or run as a state scheme for all (as in the Netherlands). 

Most countries have a mixture of these two funding methods – e.g. England has an NHS but also some people take out private insurance. The USA is dominated by private insurance but there is a government-funded system for the poor (Medicaid), the old (Medicare), and indeed former members of the US Armed Forces (the Veterans Administration or VA). 

3. The final system is the personal savings (or ‘provident’) account. As far as I know, Singapore is the only country to use this system. Each citizen is required to build up a pot of money for their own health care. This system protects the next generation from our costs.

Providers  of healthcare may be paid in three ways: 

1. Under a block contract, the provider is paid a fixed sum or block contract (hospital) or capitation (GP / HMO) which does not vary according to workload. This helps the payer to controls costs, but the provider risks overspend if for example there is an epidemic. 

2. In a fee-for-service system of payment, staff tend to work harder, but there is a risk of supplier-induced demand: doctors or dentists tell patients they need work done which isn’t really necessary. 

3. Thirdly, providers may be paid by the outcomes they achieve. This is the basis of the ‘Quality outcome framework’ for GPs in England. 

http://www.qof.ic.nhs.uk/ 
The idea is that GPs get paid, not for the number of patients on their list (capitation) nor for the amount of work they do (item-of-service) but for the quality of care they deliver. At first the framework was rather dominated by recording rather than actually controlling disease, but this has changed over time. There are indicators for the percentage of patients with diabetes mellitus whose notes record body mass index or smoking in the past 15 months; but there is also an indicator for the percent in whom the last measured total cholesterol was 5 or less. 

Resource allocation and priority setting 

In England the national NHS budget is split up into over 100 local budgets, held by Clinical Commissioning Groups. So some system is needed to decide how to split the budget. 
All resource allocation systems have three main components: 

· Population size – a basic amount of ££ per head; 

· Age weighting – in a simple system, more ££ for everyone over 65, or in more complex systems different weights for each age band. The age weighting is needed simply because old people use more health care – it is thus similar in intent to the next item: 

· A measure of how ill the local population is – this can’t be measured directly so other measures are used such as local death rates (SMR). The UK census measure of ‘limiting long term illness LLTI’ is also used. 

The actual formula used is immensely complicated. 

The next question is how the local budget holders choose to spend their money. In other words how do we set spending priorities? Usually there are three factors to consider: 

· How strong is the evidence that what we want to spend this money on actually works?

· How much do we get for our money? - economic appraisal, cost per QALY etc e.g. cost-utility

· What are the Government’s priorities? E.g. currently cancer and heart disease are priorities, intestinal failure (say) is not. 

Service planning

I think (i.e. I’ve never seen this published anywhere)  you can pick out five strands which drive health policy at national level.  They overlap. 

· Political (government) ideology: the current government is very keen to localise all decisions. This frees local hospitals from the bureaucrats in Whitehall, but it does make planning for specialised services which cover wide areas more difficult. 

· Secular ideologies such as ‘consumerism’ have affected policy in areas such as maternity services. The previous ideology was technical: all that matters is a safe outcome – so no home births. 

· Special interests: sometimes special interest groups prompt policies.  These groups may be professional (e.g. the medical profession lobbying for a ban on tobacco advertising) or commercial (e.g. pharmaceutical companies). 

· Data sometimes drives policy. A Europe-wide study on survival after diagnosis of cancer showed worse survival for almost all cancers in England and Wales. This led, under Chief Medical Officer Kenneth Calman,  to a huge change in cancer services with more centralisation and specialisation.  

· In very technical areas such as vCJD or SARS, the advice of experts will almost always be adopted as policy. 

Local communities and the general public can take part in policy formation by a variety of means. ‘Rapid appraisal’ includes holding a series of focus groups to gauge local opinion. The ‘citizens’ jury’ mimics a court hearing with 12 local people asked to consider evidence presented by experts over one or two days. NICE has a citizens panel which works like this. Most Trust Boards in England include a number of local lay people to represent local opinion. 

People use words like ‘strategy’ and ‘plan’ as though they mean the same thing. I prefer to distinguish: 

‘vision’ –  where we want to be in 5 years’ time

‘strategy’ – our basic method for getting there

‘plan’ – the very detailed nitty gritty with dates, names, etc etc

So: 

‘vision’ – 30% reduction in prevalence of smoking

‘strategy’ – mass media campaign plus local quit smoking groups

‘plan’ – 6 quitter sessions, twice a week in Oketon village hall etc etc 

Although plans should be rational and logical, they aren’t. Fifty years ago, Lindblom pointed out that most planners ‘muddle through’. At best they use ‘bounded rationality’ – they look at a few options with certain bounds because they simply don’t have time to examine every possible option. Etzioni talked about ‘mixed scanning’. The best planners have a general idea of the end point they want and move towards that end whenever the opportunity occurs – that is, they manage their strategy incrementally. 

Lindblom CE. The science of “muddling through”. Public administration review 1959; 19 (2):  79 – 88
Etzioni A. Mixed scanning: a ‘third’ approach to decision making. Public administration review 1967; 27: 385 – 92. 
Quinn JB. Managing strategies incrementally. Omega 1982; 10 6): 613 – 627.

A health service business plan should include consideration of:  

· The service specification – exactly what service do we plan to provide, including eligibility or admission criteria, diagnosis and treatment protocols etc

· Staff needed  - numbers and qualifications

· Building and equipment 

· Finance – costs, both one-off and recurring. 

Assessment of need, utilisation and outcome

Bradshaw pointed out that need and demand are different. 

Bradshaw J. The concept of social need. New Society 30 Mar 1972 pp 640 – 643

Need was defined by Andrew Stevens as ‘the ability to benefit from health care’. So if there is no potential for benefit, there is no ‘need’. 

Also, the fact that patients have symptoms does not mean that they have a need – for example the number of old men with prostatic symptoms is far greater than the number who would opt for an operation when offered. 
Julian Tudor Hart coined his famous ‘inverse care law’ – those most in need are least likely to receive care. In his case he was referring to poor access among those who are deprived socially and economically. 
Hart JT. The Inverse Care Law. Lancet 1971;i:405-12.
Needs assessment 1
We may want to assess all the needs of a group of people – e.g. refugees, people in prison, looked after children. In that case we should think about: 

Physical health – public health programmes, primary care, secondary care. Public health programmes include basic hygiene (food, water, shelter); immunisations; screening programmes; and lifestyle programmes (smoking, alcohol, diet etc). 

Mental health – often particularly important in vulnerable groups such as refugees

Social health – if you attend to social health you won’t split up groups or families. 
Needs assessment 2

Or we may want to assess the need for a particular service or condition – for example people with arthritis. To do this we can start with ‘epidemiological needs assessment’ as defined by Stevens and Raftery. 
The first step is to define clearly the condition of interest – is it all arthritis or just a subset (e.g. osteoarthritis but not, say, reactive arthritis) ? Is juvenile arthritis in or out?

Next we do the number work. Very rarely do we know true prevalence or true need. Usually the relevant profession society (e.g. the British Society for Rheumatology, the British Orthopaedic Association) will have suggested some norms. 

But often we fall back on marginal needs – do we seem to need more (long wait lists, overcrowded clinics) or less (low bed occupancy)? At this point we also need to consider our service model – if the model is to admit everyone, we will need a lot of beds. But maybe it would be better to run a community based service – so with a different model, the need for beds is much less. 

Then we can compare ourselves with others – comparative needs assessment. What is the provision in districts like ours? 
Finally there is a special category – ‘corporate need’. This just means that the organisation needs to set a certain level of provision because the government has told it to. 

Routine surveillance of performance 

Monitoring performance of health care systems can take three forms. The first is an overview of the entire health care system in an area; the second is evaluation of one specific service; and the third is spotting and investigating disasters or ‘sentinel events’. 

For a couple of years in the early 2000s the NHS used a performance assessment framework to give an overview of whole areas. This framework used statistical indicators in six domains: 

· Health improvement: e.g. population mortality rates for heart attack, stroke, tuberculosis and other causes which can be tackled by public health action or good medical services

· Fair Access: this includes measures of wait times for operations and also geographic equity

· Appropriate Delivery of effective health care: we want high rates of operations known to be effective (e.g. cataract surgery, hip replacement, cochlear implant) and low rates of ineffective operations (e.g. grommets for glue ear)

· Efficiency: a set of financial indicators such as cost per case

· Patient / carer experience: based on regular surveys



· Outcome of NHS care: measures such as death following an operation or emergency readmission. 

In 2004 a new set of seven domains were introduced by the NHS but I think the old version works better as a framework for discussion. The seven domains of the NHS Health care standards are: Safety; Clinical and cost effectiveness; Governance; Patient focus; Accessible and responsive care; Care environment and amenities; Public Health. Yet more tinkering in 2011: now the domains are Early mortality; Quality of Life in chronic conditions; Quick recovery from acute episodes; Safety; and Patient experience. 
One off performance evaluation

Donabedian’s famous framework for evaluation covers structure, process and outcome. 

· structure e.g. beds, opening hours, staff qualifications and numbers etc.,

· process e.g. number of admissions. operations

· outcome e.g. survival, quality of life . 

Performance - exceptional events

Full enquiries may be triggered by exceptional events. In the UK there is a national system of enquiry into any maternal death. This enquiry has been running for more than 50 years, but is (in 2012) currently suspended. Other events covered by national systems include death after an operation (confidential enquiry into peri-operative death CEPOD) and stillbirth or death in infancy (CESDI). 

Some directors of public health have instituted local enquiries for other ‘sentinel’ events – for example checking whether blood pressure had ever been measured in young people dying of stroke. 

J N Payne et al. Local confidential inquiry into avoidable factors in deaths from stroke and hypertensive disease. BMJ (Clinical research ed.) 307 (6911), 1027-30 (23 Oct 1993)

A close relative of the sentinel event is the ‘never’ event. Wrong site surgery is an example. 
Here is an excellent account of a ‘never’ event. As is often the case, a whole series of events line up to produce the disaster: http://www.nejm.org/doi/full/10.1056/NEJMcpc1007085 
And this is a fuller set of sentinel events: 

http://www.jointcommission.org/SentinelEvents/Statistics 
Errors may be intended or unintended: 

Intended

Violations: routine; reasoned; reckless; malicious

Mistakes: knowledge; rule based

Unintended

Lapses: skill based; memory failure

Slips: skill based; attention failure
The concept of ‘Root Cause Analysis’ is not well defined but includes the idea that some errors are latent: this is the ‘disaster waiting to happen’. So some error in sterilisation procedure does no harm – a latent error – until patient who is a carrier of hepatitis B virus is operated on; then the latent error results in disease transmission. 

Rasmussen J. The role of error in organizing behaviour. Ergonomics 1990;33:1185-1199

Governance and risk management

‘Clinical governance’ takes its name from ‘corporate governance’ which came into vogue after a series of Boardroom scandals in big companies. The concept of ‘clinical governance’ is that the Board of a hospital should accept responsibility for assuring the clinical competence of all its staff. Clinical competence is no longer a matter for the individual doctor (or nurse, physiotherapist etc). So the organisation needs mechanisms for checking on competence – proper tests on hiring staff, annual performance reviews, attention to complaints etc. 

Two questions are central to assessing risk: 

· How likely is this to happen?

· If this does happen how serious will it be?

A risk which is likely and serious needs attention NOW! But a risk which is very unlikely or not very serious can go further down the list of things to do. 

A simple way to assess ‘serious’ is to ask who would have to sort out the mess if the event happened: 

an ordinary manager? (low)

a director? (medium)

the chief executive personally? (high)

Risks may be things which affect patients, staff, buildings & equipment or reputation. Often damage to a reputation is the most difficult to put right. 

Quality and performance 

Most of the literature about quality and performance comes from manufacturing industry. Fashions come and go – for example ‘total quality management’ (TQM) was popular in the 1990s but is seldom heard of nowadays. Three techniques in vogue now are ‘Six Sigma’, ‘Lean manufacturing’ and the ‘Theory of Constraints’. 

Terry Young et al. Using industrial processes to improve patient care BMJ 328 (7432), 162-4 (17 Jan 2004) doi:10.1136/bmj.328.7432.162
The ‘Six sigma’ technique gets its name from  i.e. the standard deviation. As we know, 5% or 1 in 20 of a Normal distribution lies outside 2 from the mean. If you move six sigma away from the mean you are looking at events that happen about 3 times per million. So the idea is that the best manufacturers have an error rate of 3 per million or less. In health care anaesthetists probably manage this, but overall the error rate in health care (e.g. medication error) is usually quoted at about 10% - worse than one sigma. So we have a lot to learn! 

The basic technique for Six sigma is to measure key indicators and plot them on statistical control charts. The next step is to distinguish random variation from ‘common cause’ variation. Finally you analyse and act on the ‘common cause’ variation. So for example operative mortality or length of stay will fluctuate to some extent at random but you need to detect and act on significant excesses. 

‘Lean’ manufacturing is based on the concept of reducing waste in the ‘value chain’. The Toyota car company described ‘seven wastes’, namely 

Motion, waiting, overproduction, processing, defects, inventory, transportation

These things all happen but none of them add value - none of them help to turn a lump of metal into a Corolla. Lean manufacturers try to reduce all seven wastes.

What does this mean for us? Consider a woman who has a breast lump. What she needs is a diagnosis and effective treatment – but lots of other things happen to them: visit to GP (motion), wait for hospital appointment (wait), visit hospital (motion), wait for tests e.g. mammograph,  have some tests done that were not essential for the diagnosis (overproduction), some tests repeated because of poor technical quality (defects), return X-ray department (more transportation), and so on. A ‘lean’ process might include a dedicated clinic or ‘one-stop shop’ which allows self referral with imaging, biopsy and immediate reporting all in one visit to one department of the hospital. 

Blocks in a system (e.g. waiting lists) can be analysed with the ‘Theory of ‘constraints’.  Any production line has bottle necks which need to be identified and sorted out. In running an operating theatre the bottle neck may be not enough surgeons or not enough staffed theatre but often turns out to be something unexpected such as not enough porters to get the patients from the ward to the theatre. The theory of constraints states that you put your effort into removing the bottle neck or, if that isn’t possible, giving the bottle neck whatever resources it needs to run at 100% of capacity all the time. 

International health care

There are a number of international influences on health and social policy. Most obvious is the need for co-operation in the control of diseases such as SARS. 

Next is the need for health systems to pay for people who need treatment outside their home country. This may be tourists who fall ill abroad, people who retire to a different country and people living close to land borders who find it easier to visit hospitals in another country (relevant to Luxembourg but not the UK). Many UK people retire to Spain – this raises questions about who is responsible for meeting costs of social and health provision. UK citizens who live in Spain are no longer entitled to NHS care though they receive social security benefits such as a state pension.

Immigrants have special health needs, typically bringing with them the health status of their home country plus special problems – often stress related - if they are seeking asylum. Immigrants have probably missed out on the routine immunisation programmes of developed countries such as the UK. Communicable diseases such as tuberculosis and HIV are far commoner in, and hence more likely in immigrants from, India and Africa. 

A series of famous studies have shown how immigrant groups gradually develop the typical health problems of their new home – e.g. Japanese in Japan, Hawaii and California; African villagers moving to cities (this example is not really international but it makes the point!). People from the Indian sub-continent settled in the UK have very high rates of diabetes. 

Social policy

Social policy is the “role of state in relation to welfare of citizens”. This includes: 

· Social security (benefit systems e.g. unemployment or disability benefits, state pensions etc)

· Housing

· Education

· Employment

· Social services

· Health

Michael Hill Understanding social policy 6th ed Oxford: Blackwell 2000.

This is a good read but more than you need for the  Part A. 

COMMUNICABLE DISEASE

definitions (incubation, communicability and latent period; susceptibility, immunity, and herd immunity); surveillance - national and international -, its evaluation and use; methods of control; the design, evaluation, and management of immunisation programmes; choices in developing an immunisation strategy; outline the steps in outbreak investigation including the use of relevant epidemiological methods; knowledge of natural history, clinical presentation, methods of diagnosis and control of infections of local and international Public Health importance (including emerging diseases and those with consequencies for effective control); organisation of infection control; a basic understanding of the biological basis, strengths and weaknesses of routine and reference microbiological techniques (see also 2d); international aspects of communicable disease control including Port Health.

epidemic theory (effective and basic reproduction numbers, epidemic thresholds) and techniques for infectious disease data (construction and use of epidemic curves, generation numbers, exceptional reporting and identification of significant clusters);

You need a basic set of facts about a list of communicable diseases. Here I tell what facts and what list – you have to look up the actual answers in a text such as the ‘Control of communicable diseases manual’ from the APHA or on the HPA website: 

http://www.hpa.org.uk/infections/topics_az/list.htm 

Here are the facts you need - firstly about the disease: 

1. Agent: 
Is it a virus / bacteria / protozoa? You don’t need to remember the exact name nor whether it is a RNA / DNA virus etc etc

2. What sort of illness does it cause – diarrhoea / paralysis etc

3. How do you diagnose it – serology / stool microscopy etc

4. Occurrence – two parts to this. Firstly, what is the world wide distribution? Secondly, in your own country is it sporadic, endemic, occasional epidemics, or imported cases only?

5. Reservoir – e.g. cattle, man only. 

6. Mode of transmission: not many option here. Is it – parenteral, faecal-oral, airborne or droplet spread, or direct contact? 

7. Incubation – don’t try to memorise this for the exam: it’s too much to learn. In real life always look it up. 

8. Communicability – this refers to the period during which a case can infect other people. 

9. Susceptibility and resistance – who in a population is susceptible to this infection? Everyone may be susceptibility, or many people may be resistant because of previous infection or immunisation programmes. 

Now about control of the disease: 

1. Prevention – general measures: don’t forget for many diseases, control is achieved by good housing, safe water supplies and enough food. Prevention also includes safe disposal of needles and clinical waste (e.g. the ‘yellow bag’ system which allows separation of potentially contaminated waste from ordinary household waste.) 

2. Prevention – specific measures

3. Isolation, disinfection, quarantine – mostly reserved for the very scary diseases such as viral haemorrhagic fevers, plague, SARS etc. 

4. Immunisation

5. Management of contacts – e.g. contacts who are foodhandlers

And here is the list of diseases:

Food borne

Salmonellosis

Shigellosis

Campylobacter 

Cryptosporidiosis

Listeriosis 

E coli 0157 

Typhoid

Cholera

Meningitis:

Meningococcus

Haemophilus

Pneumonias:

Pneumococcus

Legionnaires disease

Tuberculosis 

Hepatitis

A

B

C

Immunisable: 

Diphtheria (inclusing the cutaneous form)

Pertussis

Tetanus

Polio – be able to discuss oral versus inactivated polio vaccine

Mumps

Measles

Rubella

Sexually transmitted

Chlamydia

Gonorrhoea

Syphilis

HIV

Herpes

Miscellaneous: 

Influenza

Rabies


Lyme disease 

Q fever 

Plague

Giardiasis 

Head lice

Scabies

Toxocara

Toxoplasma 

Malaria 

Surveillance

Surveillance of communicable disease is really an information question. We keep track of communicable disease with the same basic systems as any other disease: 

Mortality – useful at national level for e.g.tuberculosis and AIDS

Morbidity

Hospital – laboratory systems are particularly important. Laboratory reporting. Most communicable disease units come to an arrangement with local microbiologists to tell them immediately of any significant laboratory results (e.g. confirmed tuberculosis, legionnaires diease, salmonella etc). National reference laboratories can track specific sub-types e.g. Salmonella enteritidis phage type 4. 

Primary care – voluntary reporting systems from GPs are used to track ‘flu-like illness’ in the United Kingdom and Hong Kong. Calls to NHS Direct are also used.  

Doctors are required by law or statute to notify (hence ‘statutory notification’) certain communicable diseases. This process tends to be slow and incomplete and hence of little use nowadays for practical disease control.  Finding out about cases by other means is called ‘ascertainment’ as opposed to ‘notification’. 

For diseases of particular interest ‘enhanced surveillance’ may be introduced. This may mean collecting more detailed information about each case (e.g. ethnicity for tuberculosis) or stricter diagnostic tests (e.g. salivary testing not just clinical diagnosis for measles). 

Immunisation programmes

Policy on routine immunisation programmes in the UK is decided by the JCVI 

http://www.advisorybodies.doh.gov.uk/jcvi/ 

Most local communicable disease units will have an immunisation co-ordinator to manage the local programme. 

The main choices in developing an immunisation strategy are whether to immunise everyone so as to eliminate the disease and gain the benefit of herd immunity, or to immunise only those who are susceptible. Take rubella as an example. Rubella in children and adults isn’t a problem – it’s infection of a foetus leading to congenital rubella which is the problem. So do we immunise only girls or do we immunise both sexes? The second option costs twice as much and produces twice as many adverse effects (not that there are many for rubella immunisation). On the other hand immunising everyone will reduce the overall amount of rubella virus circulating in a community and so benefit females who either miss vaccination or are vaccine failures. 

Another example is whether to use live polio vaccine (OPV) or inactivated polio vaccine (IPV). OPV provides the best population control but because it is a live vaccine and so infects contacts of vaccines. On the other hand OPV causes vaccine-related paralysis; IPV does not have this adverse effect but protects only those who receive the vaccine. As polio is eradicated from entire regions of the world, the relative benefit of OPV declines and national programmes switch to IPV. The UK did this recently. 

Outbreak control 

Outbreak control depends on two things – a set of tasks to accomplish and a management process to deliver the tasks. 

The tasks are as follows: 

1. Confirm the facts: initial reports are often wrong! For example an initial report of typhoid may turn out to be a case of Salmonella typhimurium; a brainstem stroke may be misdiagnosed as botulism because both diseases paralyse the speaking muscles.  (Both of these happened to me.)

2. Immediate measures: to contain or treat illness. The public health team should assure itself that patients are being looked after properly. Some illnesses are so dire that the other steps can’t wait e.g. a patient with Lassa fever needs to be transported immediately to a high security infectious disease unit. 

3. Case finding. The next step is write definitions for a ‘possible’, ‘probable’ and ‘definite’ case. This allows case finding to proceed. Case finding is need to establish the full extent of the outbreak in time and place – the initial report will never include all of the cases. Measures to ascertain further cases include active and enhanced surveillance.  If, for example, an outbreak of Legionnaires disease is being investigated ask local doctors to notify all cases of pneumonia: tell them not to wait for confirmation of the diagnosis. 

4. Descriptive epidemiology leading to a hypothesis: When as many cases as possible have been discovered, they are described. For example are they all babies under the age of one (outbreak may be due to contaminated baby food)? Have they all visited a particular location in the past month (outbreak of Legionnaires disease due to contaminated cooling towers)?

6. Test hypothesis. The hypothesis should then be tested formally in a case control study – as a group have the cases indeed been exposed, statistically speaking, more often to the suspected cause or source? 

7. Action. Do what is needed to control the outbreak! 

Here is a good account of this process in action: 

De Schrijver K, van Bouwel E, Mortelmans L, van Rossom P, De Beukelaer T, Vael C, Dirven K, Goossens H, Leven M, Ronveaux O. An outbreak of legionnaire’s disease among visitors to a fair in Belgium, 1999. Euro Surveill. 2000;5(11):pii=7. 
Date of submission: http://www.eurosurveillance.org/ViewArticle.aspx?ArticleId=7
The management process to deliver these tasks involves convening an outbreak control team. This will be chaired by a consultant in communicable disease control (CCDC), and always include in its membership the local environmental health officer and microbiologist. Other members might include scientists from the water company (for water-borne outbreaks) and so on. 

One task for the team is deciding how to manage of contacts. The team also needs to consider other methods of interrupting transmission. Sometimes contact immunisation will be needed (e.g. in polio outbreaks) or contact prophylaxis (e.g. meningococcal disease). 

Another task for the outbreak team is to handle media enquiries – a press representative should be appointed or co-opted onto the team. 

Finally, the team is also responsible for declaring the incident closed. 

Sometimes molecular epidemiology is needed to track the course of an outbreak – see this account: 

N Fisker et al. Identifying a hepatitis B outbreak by molecular surveillance: a case study BMJ 332 (7537), 343-5 (11 Feb 2006)

The modern technique for doing this would be to sequence the entire genome of the causative organism – one aspect of public health genomics. 


