Jason Veach

5/30/04

CSIS 5420

Week 2 HW Assignment:  #1-9

1.

A.)

IF Age > 43

THEN Life Insurance = No

Rule Accuracy:  100% (3/3)

Rule Coverage:  50% (3/6)  

IF (Age <= 43) AND (Sex = Female)

THEN Life Insurance = Yes

Rule Accuracy:  100% (6/6)

Rule Coverage:  66.7% (6/9)

IF (Age <= 43) AND (Sex = Male) AND (Credit Card Insurance = No)

THEN Life Insurance = No

Rule Accuracy:  80% (4/5)

Rule Coverage:  66.7% (4/6)

IF (Age <= 43) AND (Sex = Male) AND (Credit Card Insurance = Yes)

THEN Life Insurance = Yes

Rule Accuracy:  100% (2/2)

Rule Coverage:  22.2% (2/9)

B.)  DON’T KNOW?!?!?!?
2.

IF Age > 43

THEN Life Insurance = No

Rule Accuracy:  100% (3/3)

Rule Coverage:  50% (3/6)

IF (Age <=43) AND (Credit Card Insurance = Yes)
THEN Life Insurance = Yes

Rule Accuracy:  100% (3/3)

Rule Coverage:  33.3% (3/9)

IF (Age <=43) AND (Credit Card Insurance = No) AND (Sex = Female)

THEN Life Insurance = Yes

Rule Accuracy:  100% (5/5)

Rule Coverage:  100% (5/9)

IF (Age <=43) AND (Credit Card Insurance = No) AND (Sex = Male)

THEN Life Insurance = 

Rule Accuracy:

Rule Coverage:

3.

If (Magazine Promotion = Yes) AND (Watch Promotion = No)

THEN Life Insurance = Yes

Rule Accuracy:  50% (2/4)

Rule Coverage:  40% (2/5)

If (Credit Card Insurance = No) and (Sex = Male)

THEN Life Insurance = No

Rule Accuracy:  100% (4/4)

Rule Coverage:  80% (4/5)

If (Credit Card Insurance = No) and (Sex = Female)

THEN Life Insurance = Yes

Rule Accuracy:  75% (3/4)

Rule Coverage:  60% (3/5)

4.

	 
	x
	y
	 
	 
	 
	 

	1
	1
	1.5
	 
	 
	 
	 

	2
	1
	4.5
	 
	 
	 
	 

	3
	2
	1.5
	 
	 
	 
	 

	4
	2
	3.5
	 
	 
	 
	 

	5
	3
	2.5
	 
	 
	 
	 

	6
	5
	6
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 

	 
	x
	y
	 
	 
	c1dif
	c2dif

	c1.1
	1
	1.5
	 
	1
	0
	1

	c2.1
	2
	1.5
	 
	2
	3
	3.162278

	 
	 
	 
	 
	3
	1
	0

	 
	 
	 
	 
	4
	2.236068
	2

	 
	 
	 
	 
	5
	2.236068
	1.414214

	 
	 
	 
	 
	6
	6.020797
	5.408327

	 
	 
	 
	 
	 
	 
	 

	 
	x
	y
	 
	 
	c1dif
	c2dif

	c1.2
	1
	3
	 
	1
	1.5
	2.741464

	c2.2
	3
	3.375
	 
	2
	1.5
	2.294695

	 
	 
	 
	 
	3
	1.802776
	2.125

	 
	 
	 
	 
	4
	1.118034
	1.007782

	 
	 
	 
	 
	5
	2.061553
	0.875

	 
	 
	 
	 
	6
	5
	3.300095

	 
	 
	 
	 
	 
	 
	 

	 
	x
	y
	 
	 
	c1dif
	c2dif

	c1.3
	1.333333
	2.5
	 
	1
	1.054093
	3.419714

	c2.3
	3.333333
	4
	 
	2
	2.027588
	2.386304

	 
	 
	 
	 
	3
	1.20185
	2.833333

	 
	 
	 
	 
	4
	1.20185
	1.424001

	 
	 
	 
	 
	5
	1.666667
	1.536591

	 
	 
	 
	 
	6
	5.068969
	2.603417

	 
	 
	 
	 
	 
	 
	 

	 
	x
	y
	 
	 
	 
	 

	c1.4
	4
	2.75
	 
	 
	 
	 

	c2.4
	2
	3
	 
	 
	 
	 


5.

a.  Done

b.  Line 17 age changed to:

c.  Lines 4 and 10 were added as blanks:

d.  Deletions (and b and c changes) are shown below:

	Income Range
	Magazine Promo
	Watch Promo
	Life Ins Promo
	Credit Card Ins.
	Sex
	Age

	C
	C
	C
	C
	C
	C
	R

	I
	I
	I
	O
	I
	I
	I

	
	
	
	
	
	
	

	40-50,000
	
	No
	No
	No
	Male
	45

	30-40,000
	Yes
	Yes
	Yes
	No
	
	

	40-50,000
	No
	No
	No
	No
	Male
	42

	30-40,000
	Yes
	Yes
	Yes
	Yes
	Male
	43

	50-60,000
	Yes
	No
	Yes
	No
	Female
	38

	
	
	
	
	
	
	

	20-30,000
	No
	No
	No
	No
	Female
	55

	30-40,000
	Yes
	No
	Yes
	Yes
	Male
	35

	
	No
	Yes
	No
	No
	Male
	27

	30-40,000
	Yes
	No
	No
	No
	Male
	43

	30-40,000
	Yes
	Yes
	Yes
	No
	Female
	41

	40-50,000
	No
	Yes
	Yes
	No
	Female
	43

	20-30,000
	No
	Yes
	Yes
	No
	Male
	29

	50-60,000
	Yes
	Yes
	Yes
	No
	Female
	39

	40-50,000
	No
	
	
	No
	Male
	5%5

	20-30,000
	No
	No
	Yes
	Yes
	Female
	19


e.  Line 19 is now in red on the sheet.  It didn’t say anything about the blank cells.

4

~Line is blank

10

~Line is blank

19

~Bad numerical data for attribute Age

6.  Hypothesis:  There will be marked differences in promotional purchasing trends based on female customers but not male customers in the study.

It appears part of my hypothesis was wrong.  Nothing for males is 100%, but No for Life Insurance Promo is highly sufficient.  Females have Income Range of 50-60K as highly sufficient (100% even) and Yes for Life Insurance Promotion and No for Credit Card Insurance as highly necessary.

Males actually have more rules than females, but female rules both have 100% accuracy and 50%+ coverage where only a few male ones do.  However, on such a small study we must note that the significances can drastically change based on adding or subtracting a few participants.  To make the study statistically significant we would want to get an appropriate sample size.

a.  It is not a good sign to see the male scores below the domain score.  Class significance is not something to write home about either.

	CLASS RESEMBLANCE STATISTICS
	 
	 
	 

	 
	Class Male
	Class Female
	Domain

	Res. Score:
	0.429
	0.484
	0.46 

	No. of Inst.
	8
	7
	15

	Class Significance:
	(0.07)
	0.05 
	 


b.  

	Categorical Attribute Summary (Male):


	Name
	Value
	Frequency
	Predictability
	Predictiveness

	Income Range
	"40-50,000"
	3
	0.38 
	0.75 

	 
	"30-40,000"
	3
	0.38 
	0.60 

	 
	"20-30,000"
	2
	0.25 
	0.50 

	 
	 
	 
	 
	 

	Magazine Promo
	Yes
	4
	0.50 
	0.50 

	 
	No
	4
	0.50 
	0.57 

	 
	 
	 
	 
	 

	Watch Promo
	No
	4
	0.50 
	0.57 

	 
	Yes
	4
	0.50 
	0.50 

	 
	 
	 
	 
	 

	Life Ins Promo
	No
	5
	0.63 
	0.83 

	 
	Yes
	3
	0.38 
	0.33 

	 
	 
	 
	 
	 

	Credit Card Ins.
	No
	6
	0.75 
	0.50 

	 
	Yes
	2
	0.25 
	0.67 

	 
	 
	 
	 
	 

	Sex
	Male
	8
	1.00 
	1.00 


	Categorical Attribute Summary (Female):


	Name
	Value
	Frequency
	Predictability
	Predictiveness

	Income Range
	"30-40,000"
	2
	0.29 
	0.40 

	 
	"50-60,000"
	2
	0.29 
	1.00 

	 
	"20-30,000"
	2
	0.29 
	0.50 

	 
	"40-50,000"
	1
	0.14 
	0.25 

	 
	 
	 
	 
	 

	Magazine Promo
	Yes
	4
	0.57 
	0.50 

	 
	No
	3
	0.43 
	0.43 

	 
	 
	 
	 
	 

	Watch Promo
	Yes
	4
	0.57 
	0.50 

	 
	No
	3
	0.43 
	0.43 

	 
	 
	 
	 
	 

	Life Ins Promo
	Yes
	6
	0.86 
	0.67 

	 
	No
	1
	0.14 
	0.17 

	 
	 
	 
	 
	 

	Credit Card Ins.
	No
	6
	0.86 
	0.50 

	 
	Yes
	1
	0.14 
	0.33 

	 
	 
	 
	 
	 

	Sex
	Female
	7
	1.00 
	1.00 


c.

               *******************************

                     Rules for Class Male--8 instances 

               *******************************

Income Range = "40-50,000"                                                                                                                                                                                                                                                    

  :rule accuracy 75.00% 

  :rule coverage 37.50% 

Life Ins Promo = No                                                                                                                                                                                                                                                             

  :rule accuracy 83.33% 

  :rule coverage 62.50% 

42.00 <= Age <= 45.00

  :rule accuracy 80.00% 

  :rule coverage 50.00% 

27.00 <= Age <= 35.00

  :rule accuracy 100.00% 

  :rule coverage 37.50% 

Life Ins Promo = No                                                                                                                                                                                                                                                             

 and 42.00 <= Age <= 45.00

  :rule accuracy 100.00% 

  :rule coverage 37.50% 

Life Ins Promo = No                                                                                                                                                                                                                                                             

 and  Income Range = "40-50,000"                                                                                                                                                                                                                                                    

  :rule accuracy 100.00% 

  :rule coverage 37.50% 

   **Total Percent Coverage = 100.00%

               *******************************

                     Rules for Class Female - 7 instances 

               *******************************

38.00 <= Age <= 41.00

  :rule accuracy 100.00% 

  :rule coverage 57.14% 

38.00 <= Age <= 41.00

 and  Life Ins Promo = Yes                                                                                                                                                                                                                                                            

  :rule accuracy 100.00% 

  :rule coverage 57.14% 

   **Total Percent Coverage = 57.14%

7.

a.  The class resemblance scores are higher than the domain resistance score, but not by much.  Neither class has very high class significance.
	CLASS RESEMBLANCE STATISTICS
	 
	 
	 

	 
	Class Sick
	Class Healthy
	Domain

	Res. Score:
	0.553
	0.581
	0.52 

	No. of Inst.
	93
	110
	203

	Class Significance:
	0.07 
	0.13 
	 


b.  31% of the training data are females.

	Categorical Attribute Summary:
	Name
	Value
	Frequency
	Predictability

	 
	sex
	Male
	140
	0.69 

	 
	 
	Female
	63
	0.31 


c.  The most common domain value is “flat” which occurs N = 97 times (48%).

	slope
	Flat
	97
	0.48 

	 
	Up
	91
	0.45 

	 
	Down
	15
	0.07 


d.  The average age of member in the sick healthy class is 51.95 years.

	DOMAIN STATISTICS FOR NUMERICAL ATTRIBUTES
	 
	 
	 
	 

	 
	Class Sick
	Class Healthy
	Domain
	Attribute Significance

	age (mean)
	56.65 
	51.95 
	54.10 
	0.52 

	(sd)
	8.24 
	9.12 
	9.01 
	 


e.  The most common healthy class value for thal is Normal.

	MOST COMMONLY OCCURRING CATEGORICAL ATTRIBUTE VALUES

	
	Class Sick
	Class Healthy

	sex
	Male
	Male

	chest pain type
	 Asymptomatic
	NoTang

	Fasting blood sugar <120
	FALSE
	FALSE

	resting ecg
	Hyp
	Normal

	angina
	TRUE
	FALSE

	slope
	Flat
	Up

	#colored vessels
	0
	0

	thal
	Rev
	Normal

	class
	Sick
	Healthy


f.  The 2 most typical blood pressure values for those in the sick class are 125 and 130.

	Most Typical Instances (sick)


	age
	sex
	chest pain type
	blood pressure
	cholesterol

	60
	Male
	 Asymptomatic
	125
	258

	63
	Male
	 Asymptomatic
	130
	254


g.  Only 16% (N = 16) of the sick class is female.  

	Categorical Attribute Summary (sick)


	Name
	Value
	Frequency
	Predictability
	Predictiveness

	sex
	Male
	77
	0.83 
	0.55 

	 
	Female
	16
	0.17 
	0.25 


h.  The predictiveness score for angina = True is .75.  This means there is a 75% probability that these instances (ie, people with angina) belong in the “sick” class.  This is a pretty good number, but it is not highly sufficient.  Another way of putting this in a common sense way is that one would believe people with angina (a heart ailment) would be classified as “sick” in a study concerning heart problems.  Thus, this makes sense and the result goes along with our practical, gut inclinations.

	Name
	Value
	Frequency
	Predictability
	Predictiveness

	angina
	TRUE
	55
	0.59 
	0.75 

	 
	FALSE
	38
	0.41 
	0.29 


i.  Both # colored blood vessels = 2 and 3 are highly sufficient.  It is natural that those people with the most colored vessels (ie, the dye is showing significant blockage) would be in the sick category.

	Name
	Value
	Frequency
	Predictability
	Predictiveness

	#colored vessels
	0
	32
	0.34 
	0.26 

	 
	1
	28
	0.30 
	0.70 

	 
	2
	20
	0.22 
	0.80 

	 
	3
	13
	0.14 
	0.81 


j.  82% of the test set instances were classified correctly

	Confusion Matrix
	 
	 

	 
	Computed Class
	 

	 
	Sick
	Healthy

	Sick
	32
	13

	Healthy
	5
	50

	 
	 
	 

	Percent Correct:
	 
	82.0%


k.  The upper error bound is 25.7% and the lower bound is 10.3%.  This represents a 95% confidence interval for the error.  We can be 95% confident that the test set error rate of 18% is contained within the interval (10.3,25.7).

	Error: Upper Bound
	 
	25.7%

	Error: Lower Bound
	 
	10.3%


l. There were 5 instances classified as sick when they actually were healthy.

m.  

thal = Rev                                                                                                                                                                                                                                                            

 and  chest pain type =  Asymptomatic                                                                                                                                                                                                                                                  

  :rule accuracy 91.53% 

  :rule coverage 58.06%

8.

a.  Done

b.  Done

c.  Done

d/e/f.  The shortened version:

	1
	Sick
	Sick
	0.64402

	139
	Healthy
	Healthy
	0.699343


g.  Done

h.  Done

i.  Done

j.  The confusion matrix using the 2 “most typical” training instances is pretty good.  19% error.

	Confusion Matrix
	 
	 

	 
	Computed Class
	 

	 
	Sick
	Healthy

	Sick
	107
	31

	Healthy
	26
	139

	 
	 
	 

	Percent Correct:
	 
	81.0%

	 
	 
	 

	Error: Upper Bound
	 
	23.5%

	Error: Lower Bound
	 
	14.5%


k.  Repeating steps using least typical instances from 8c:

	138
	Sick
	Sick
	0.384054

	303
	Healthy
	Healthy
	0.423077


The confusion matrix is horrid.  66% error.

	Confusion Matrix
	 
	 

	 
	Computed Class
	 

	 
	Sick
	Healthy

	Sick
	56
	82

	Healthy
	117
	48

	 
	 
	 

	Percent Correct:
	 
	34.0%

	 
	 
	 

	Error: Upper Bound
	 
	71.4%

	Error: Lower Bound
	 
	60.6%


9.

a.  For survived:

	Attribute Values Necessary and
Sufficient for Class Membership:
	Name
	Value

	 
	Survived
	Yes

	 
	 
	 

	Attribute Values Highly Sufficient
for Class Membership:
	Name
	Value

	 
	Sex
	Female

	 
	 
	 

	Attribute Values Highly Necessary
for Class Membership:
	Name
	Value

	 
	Age
	Adult


For did not survive:

	Attribute Values Necessary and
Sufficient for Class Membership:
	Name
	Value

	 
	Survived
	No

	 
	 
	 

	Attribute Values Highly Sufficient
for Class Membership:
	Name
	Value

	 
	 
	 

	Attribute Values Highly Necessary
for Class Membership:
	Name
	Value

	 
	Age
	Adult

	 
	Sex
	Male


b.  There is a 77% correct categorization of this model.

	Confusion Matrix
	 
	 

	 
	Computed Class
	 

	 
	Yes
	No

	Yes
	55
	103

	No
	56
	487

	 
	 
	 

	Percent Correct:
	 
	77.0%

	 
	 
	 

	Error: Upper Bound
	 
	26.2%

	Error: Lower Bound
	 
	19.8%


c.  The 95% confidence limits for 23% are (19.8,26.2).  That is, we are also 95% sure that the 77% is in (73.8, 80.2).

d.  Our results were lower because there were more 1500 training instances here instead of the 500 seen in the book.  Also, we took the first 1500 instances where the book used Quick Mine which chooses the instances at random.  How the data was sorted and entered would make a difference on the model.  If the first 1500 instances are a worse fit for reality than the 500 random instances then the model will be worse, which it is.







