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Update Log

Updated:

7/20/06: 1) New command for detrending in afni (-polort) in Tutorial 7.2

   2) Added Tutorial 18: Saving jpegs from suma

09/07/06:       1)  Added 3dresample command to replace 3dfractionize in the AlphaSim 


        
Group Analysis Section (6a.) – Courtesy of Andy Engell

11/14/06:        1) Added command to choose AFNI version.

 
         2) Added command to set Subjects directory
12/20/06:       1) Added section: Make your own color wheel

04/09/07:       1) Added section: Aligning anatomical taken from phased array coil to another 


             anatomical

04/10/07: 1) Removed software list and AFNI installation instructions (both were out-dated) (mp)

New Lab Member Information:

Computer Stuff:

You will need an account on our data analysis cluster computer ("opus").  Once you have a Princeton email address, please send an email to Randee Tengi (rit@princeton.edu).  Tell her you are a new member of the Kastner lab, and you would like an opus account and read/write access to /jukebox/kastner/

Most data processing is performed on Opus, which has AFNI installed on it.  So your computer just serves as a terminal to access opus most of the time.

We store data on a disk server named Jukebox.  Each lab is allocated disk space on Jukebox.  So you will have a folder named after you, inside the Kastner lab partition on Jukebox.

You may wish to install AFNI on your desktop computer, although not absolutely necessary since most data processing is performed on Opus, it is still a good idea.  Instructions for doing this are on the AFNI website.

If you have a new computer, it must be added to the University database for network and internet access, contact Randee Tengi to do this.

http://www.net.princeton.edu/hostmaster/
Meetings:
Imaging Meeting: Wednesdays 1pm

Kastner Lab Meeting: Wed at 10.30am

Neurolunch Seminar: Thursdays at 4.30pm

Useful Links:
Center's Internal Resource Page:

http://www.csbmb.princeton.edu/internal/index.html
(login: imager / scan_me)

    If you click on fMRI, you will find links to MRI certification procedures, different forms, etc.

    You will also find a link to "Calcium" which is the scanning calendar.  Please also email Randee

    and ask that you get a Calcium login.  That will allow you to see when the scanner is free.

Computing Portal:

http://sun.csbmb.princeton.edu/internal/computing/index.php - anything related to opus/jukebox

Psychology Library:

http://www.princeton.edu/~psychlib/ -The library is on the first floor.

E-Journal Collection:

http://libweb5.princeton.edu/ejournals/by_title_zdb.asp -You will find most articles through here as pdfs.

Article Express:

http://libapdl380.princeton.edu/illiad/logon.html- Get scanned articles pdf format, check E-Journal 1st before ordering.

Webmail:

https://webmail.princeton.edu/ You can access your princeton email from any location with this site.

Email Lists:

There's a bunch of email lists you should subscribe to:

1. Kastner lab email list, please email marcaro@princeton.edu to join.

2. Neuroscience email list, please email lburnham@princeton.edu to join.

3. Scanners email list, please email escobedo@Princeton.EDU to join.

4. Imagers email list, please email escobedo@Princeton.EDU to join.

5. There is also a general informal email list for research assistants, post-docs and grad students.  People usually email to this list when they have an announcement to make (social gatherings), have something to sell (furniture, rooms for rent, etc.).  You just have to email aengell@princeton.edu to join.

Also, most of the lab and alumni have iChat accounts to quickly get in touch with each other:

Mike Arcaro: marcaro82




Alumni:

Mark Pinsk: mapinsk





Kevin DeSimone: intentionmachine

Tatiana Emmanouil: tatajoon




Hilda Fehd: coolhilda

Sara S.: saraszcz





Keith Schneider: anblick0

Sabine Kastner: skastner96




Kevin Weiner: bigpoppa102


Chun-Chia Kung: ckung123




Diane Beck: dianmarieb

Stephanie McMains: activatedvoxel

Jiatao Wang: jiataow

Some Tips

1) Two ways to process data that resides on jukebox:

1. To mount jukebox on your desktop so you can process data locally:

Go(Connect to Server(smb://jukebox.csbmb.princeton.edu/kastner(Connect

Now you can access jukebox data by going to /Volumes/kastner in your Terminal.

2. To start an opus session:

ssh –X –l username opus.csbmb.princeton.edu

You can create an alias in your startup file (your dot cshrc file) so that you don’t have to type out that entire line each time you want an opus session.

Typically you should process data on opus (it’s faster), but when you are visualizing data in AFNI (and especially necessary for SUMA), graphics go faster locally.

2)  AFNI is updated often, so if your local copy of AFNI says its outdated, this is how you update it to the latest version:

i. Check that you have the AFNI_UPDATER.sh script in your home directory (if not, grab a copy from another lab member).

ii. To run the script you must be logged in as root user (use the su command).

iii. From the home directory type:./AFNI_UPDATER.sh
iv. The update should proceed for the next few minutes.

3) Your startup file (dot cshrc file) contains environment and path settings for AFNI and other programs.  It’s located in your home folder, but remains invisible to a simple ls command.  You can access it with your text editor (e.g. vi .cshrc).  Here is a sample startup file you can use as reference to edit yours.

setenv DISPLAY :0.0 # you need this for graphics on your machine.

setenv AFNI_IMSAVE_WARNINGS No # turns off annoying image save warnings

setenv AFNI_ENFORCE_ASPECT Yes # enforces correct aspect ratio

setenv AFNI_COMPRESSOR GZIP # automatically gzips BRIKS you create

setenv AFNI_NOSPLASH Yes # turns off the AFNI splash screen

setenv AFNI_THRESH_LOCK P-VALUE # locks threshold across locked AFNIs

setenv AFNI_PBAR_LOCK Yes # locks color bars across locked AFNIs

setenv SUBJECTS_DIR # Sets subjects directoryin AFNI
set path = ( $path /usr/local/afni_10.4 ) # sets default and afni paths
alias opus 'ssh -X -l mpinsk opus.csbmb.princeton.edu' # opus alias
test -r /sw/bin/init.csh && source /sw/bin/init.csh # added by FINK

4) AFNI is regularly updated on the network. When using AFNI, it is good to keep the version you are using constant. 

To change versions of AFNI:

source /usr/csbmb/scripts/chose_afni.csh

Tutorial 1: AFNI Data Analysis

When scanning, you just need to acquire a whole-brain T1-weighted MPRAGE, and your EPI volumes.  AFNI can read in the DICOM format to position the EPI’s in alignment with the MPRAGE.  If you acquire oblique EPI scans, remember to write down the angle of rotation when at the scanner console.  You should also acquire a field map immediately before or after the MPRAGE.
Take the DICOM data from cd-rom or jazzclub/opus, rename it using dicom_rename, and begin creating briks.

Subject mp used in examples. 

When I use the word “brik” I am referring to the brik/head pair of files.

1. Create anatomical brik from renamed dicom data using to3d and save the brik as subjectinitials_expvol.  In this example, the MPRAGE is series 2:

to3d mp_002_*

2. Create functional briks (one per run).  If you plan to do slice-timing correction and have an interleaved slice acquisition, you should take note on whether to use the alt+z option (for a volume with odd number of slices) or the alt+z2 option (for a volume with even number of slices) –this is specific to siemens scanners since an interleaved even-slice volume will start at slice number 2 and the alt+z option assumes you start with slice number 1.
to3d \

–time:zt \



slices are input as spatial first and time second.

18 \




number of slices.
150 \




number of TPs.
2000 \



TR (ms).
alt+z \



interleaved odd slice volume
–save_outliers mp_r1.1D \
saves outliers to a file.

-prefix mp_r1 \


give output a prefix.
mp_005_*



this is the input.

3. Move all the functional briks to a new folder (ref_data  - reformatted data), move the anatomical brik to a new folder (analysis), move field map briks to a new folder (fieldmaps) and zip/archive the DICOM data.

4. Motion Correction (Repeat for each run).  Make certain that the base image you choose to motion correct to is in alignment with your whole-brain structural scan (overlay the image on top of the structural and check by eye) and is not an outlier as defined by to3d.   You may find that the magnitude image of the field map serves as a good base since it is typically acquired immediately prior to the mprage.  In fact, if you plan to do field map correction, then you should motion correct to the magnitude image.  If you need to do slice scan time correction (typically you should do this if you have an event related design), then you need to slice scan time correct your base time point (i.e. time point closest to mprage that is not an outlier) before proceeding with the motion correction.  This is because 3dvolreg will perform the slice scan time correction prior to the registration, so you want to make sure that you’re registering these corrected time points to a corrected base.  So use 3dTshift to slice time correct your base and create a temporary base file, then proceed with 3dvolreg and the tshift flag.  Alternatively, use 3dTshift on all the runs before 3dvolreg.
3dvolreg \

-zpad 4 \




zeropad around the edges.
-tshift 4 \
slice-time correction (avoid if you have a block design.)
-prefix mp_r1_vr \


give output a prefix.
-dfile mp_r1_vr.1D \


write out a parameter estimate file.
-base 'mp_r1+orig[4]' \
choose a point closest to mprage, see above.
-verbose \




show stuff to screen.
mp_r1+orig  



this is the input.
5. Move the motion corrected briks to a new folder (reg_data – registered data).  Also move the motion parameter estimate files (*_vr.1D) into a new folder (params).

6. Perform Field Map Correction (optional).  See Tutorials 10 for details.

Also, see the Software Portal for important documentation regarding undistortion:


http://sun.csbmb.princeton.edu/internal/computing/modules.php?name=Forums&file=viewtopic&t=15&sid=e6c049764b5c6ae8deb7acca7065581d

7. Remove spikes from each run with 3dDeSpike (optional).  Replaces spikes with something more pleasing. Repeat for each run.

3dDespike \

-ssave mp_r1spikiness \

save spikiness file –you won’t use it
-nomask




process all voxels
-ignore 4 \



ignore 1st n time points
-prefix mp_r1_vrdspk \

mp_r1_vr+orig

8. Perform temporal filtering on each run (optional). Repeat for each run.

3dFourier \

-prefix mp_r1_vrdspkhpf \

-ignore 4 \

-highpass f \


cutoff with a filter of f Hz (remove low frequencies)
-lowpass f \


cutoff with a filter of f Hz (remove high frequencies)

-retrend \



restores linear+mean trends after filtering
mp_r1_vrdspk+orig

9. Concatenate all motion estimate files into one big text file:

If you wish to model the motion parameter estimates in your regression, go into the params folder and concatenate the motion estimate files using the cat command (remember that the order is important).  You will end up with a 9 column file where column 0 is the TP column, and the following 6 columns (1-6) are the parameters you want to model.  Name the file ‘mc_params.1D’

10. Spatial smoothing (repeat for each run):

3dmerge \

-1blur_fwhm 6 \

-amt of smoothing, don’t use blindly
-doall \

-prefix mp_r1_vrsm6 \

mp_r1_vr+orig
11. Create a binary mask from an EPI brik:

3dAutomask \

–prefix mp_mask \


give output a prefix.
-dilate 2 \


optional, in case you need to give the mask some room.
mp_r1_vrsm6+orig


input (rule of thumb: whatever is closest to mprage)
12. Determine the mean intensity value for each voxel (this is needed for the normalization formula). Repeat for each run.

3dTstat –prefix mean_r1 mp_r1_vrsm6+orig

13. Calculate the percent signal change from mean of each voxel. Repeat for each run.

3dcalc \

-a mp_r1_vrsm6+orig \

-b mean_r1+orig \

-expr “((a-b)/b*100)” \
-prefix normalized_r1

14. Concatenate the normalized runs:

3dTcat \

-prefix mp_allruns_norm \

normalized_r1+orig \

normalized_r2+orig \

…and so on…

15. Copy your concatenated functional brik, your mask, and your concatenated motion parameter file over to your analysis folder.  You are ready to set up your multiple regression analysis.

*************************************************
Preparing for and running your multiple regression:

16. Create your regressors (one for each unique condition/run).  You will concatenate them later.  You can try using the sqwave program to create your regressors quickly.  A regressor file should be a single column of 1s and 0s.

 (example: Arun_house.1D; Brun_house.1D; Arun_face.1D; Brun_face.1D)

Try something like this example: 

1dcat '1D:20@0,20@1,20@0,20@1,20@0' > Arun_face.1D
17. Wave each of the regressors 

waver \

–GAM \




gamma variate function.
–dt 2 \




TR (sec).

-numout 100 \



total TPs in run (so u don’t get extra zeroes at the end)
–input Arun_house.1D \

input file.
> 1house_wav.1D



piped to new output file.
Instead of –input, you can also use –tstim `cat filename` to input onsets in seconds rather than TRs (notice the backward quotes; `, not ‘), where filename is a file that contains the onsets in seconds (eg. 5  8.5  10 …).  This will convolve your waveform (hrf) with delta-functions at those onset times. You can also specify offset times (e.g. 5:6.2  8.5:9.5  10:11.3).   This option is good if your trials are jittered relative to your TR.

Alternatively you can waver your regressors as part of your 3dDeconvolve script using the –stim_times option.  This is less than optimal however because you will not have a record of the post-wavered regressor files.

18. Concatenate the waved regressor files using the cat command.  (eg: house.1D)
19. Create your contrasts:

You will have one text file for each contrast.  Each contrast file will be one line long.  If you plan to use the option –polort 2 in 3dDeconvolve which will use mean, linear, and quadratic trends as regressors of non-interest, than you must first type 3 zeroes for EACH run in the beginning of the contrast file. 
Example: a contrast for an experiment w/ 3 runs, will include the 3 regressors of non-interest (the first 9 zeroes) for mean/linear/quad trends, 2 regressors of interest contrasting each other in this example, and 6 motion regressors (the last 6 zeroes).

0 0 0 0 0 0 0 0 0 1 -1 0 0 0 0 0 0 

Alternatively, you can do this:

9@0 1 -1 6@0

20. Create a “start points” file (this text file contains the first time point numbers of each run and it is used in the –concat option of 3dDeconvolve so that 3dDeconvolve knows that the functional brik is a concatenated brik. Remember to always start at zero).

Example: 3 runs, each run 105 TPs long, will have a startpoints.1D file that looks like:

0

105

210
21. Create a “censor” file (this text file contains time points you want to exclude from analysis, such as the first n time points from each run).  Create a censor file for each run and concatenate them all to create one long censor file.  A censor file will have a column of 1’s.  Any time point you wish to censor will be 0.

22. Before you run your multiple regression, double-check that you have all of these files in your analysis folder:

1. the concatenated functional brik of all the runs.

2. the mask brik

3. the anatomical brik

4. mc_params.1D

5. censor.1D

6. startpoints.1D

7. waved/concatenated regressor 1D files

8. contrast 1D files

9. 3dDeconvolve.txt

23. Run the multiple regression:

3dDeconvolve \

-input mp_allruns+orig \
input concatenated brik.
-mask mp_allruns_mask+orig \
binary mask
-censor censor.1D \

censor file.
-polort 2 \


linear/mean/quadratic regressors.
-concat startpoints.1D \
startpoints file.
-num_stimts 8 \


# of regressors of interest (include 6 motion regressors)

-stim_file 1 faces.1D \

regressor #1 filename.
-stim_label 1 faces \

give regressor #1 a short label.


-stim_file 2 houses.1D \
regressor #2 filename
-stim_label 2 houses \

give regressor #2 a short label.
-stim_file 3 ‘mc_params.1D[1]’ \ regressor #3 is a column from motion estimate file.

-stim_label 3 mc_params1 \
give regressor #3 a short label.

-stim_base 3 \


leave regressor #3 out of the F statistic

… continue for remaining regressors…
-num_glt 1 \


# of contrasts.
-glt 1 facevshouse.1D \

# of lines in contrast + contrast name.

–glt_label 1 FvsH \

contrast # + short label.
-bucket mp_allruns_bucket \
output a bucket file.

-errts mp_errts \

residuals output, needed if u do mult comp correction

-fout



output partial and full F-stats to bucket file.

24. Convert f map to z map (optional):

3dmerge \






-doall \





perform conversion on all sub-briks.

-1zscore \




convert to z.
-prefix mp_allruns_zmap \


output prefix.
mp_allruns_bucket+orig


input.

Tutorial 2- View Individual Results with SUMA

You must know where the subject’s SUMA folder is located (contains surfaces, 2 spec files, and surface volume).

Align Surface Volume to Experimental Volume 

(you need to do this only once for every scan session you want to view in SUMA)

1. From within your scan session’s analysis folder (which contains your in-session mprage (i.e. experimental volume) and your statistical maps):

@SUMA_AlignToExperiment \

mp_expvol+orig \

/jukebox/kastner/surfaces/mp/SUMA/mp_SurfVol+orig

2. That will output into your analysis folder a new surface volume that is aligned to your experimental volume.  You should open up 2 linked AFNI’s and check that it is aligned with your experimental volume nicely.

View Individual Data with SUMA

1. From within your scan session’s analysis folder, start afni like this:

afni –niml &

2. Once afni is running, go back to that same Terminal and start SUMA like this:

suma \

–spec \

/jukebox/kastner/surfaces/mp/SUMA/mp_lh.spec \

-sv \

mp_SurfVol_Alnd_Exp+orig
3. What you just did was start suma while specifying a spec file (there is 1 spec file per hemisphere of each subject in their SUMA folder) and also specifying the aligned surface volume located in your current analysis folder.

4. Once SUMA is up and running, click inside its window and press “t” for it to “talk” to AFNI.   Now the 2 should be linked together and you should see the surface outline on your slices.

Tutorial 3- View Group Results with SUMA

You may view group results on one of your subject’s talairached surfaces (described below), or you may use the N27 brain provided by SUMA.  Note that the full hemisphere flat surfaces of the N27 brain contain bad distortions in the front.  Also note that viewing group results on a surface is for display purposes only, you should not be doing any topographic analysis on such representations.

1. Choose the subject (i.e. mp) whose surface you wish to display your group results on and go through the steps of placing that subject’s SurfVol+orig (i.e. located inside surfaces/mp/SUMA) into talairach space so that you have a SurfVol+tlrc in that folder as well.  Before you start, you should check that someone else hasn’t already done all this on this subject.

2. Next you must covert each of the anatomically correct freesurfer surfaces (smoothwm and pial) into talairach space and into the ‘ply’ format.  The ConvertSurface command will do this, just run it from the subject’s SUMA folder.  Repeat this for the opposite hemisphere as well.


ConvertSurface \

–i_fs ../surf/rh.smoothwm \

–o_ply rh.smoothwm.tlrc.ply \

-sv mp_SurfVol+orig \

-tlrc


ConvertSurface \

–i_fs ../surf/rh.pial \

–o_ply rh.pial.tlrc.ply \

-sv mp_SurfVol+orig \

-tlrc

3. New spec files must be created to load these talairach surfaces.  Copy the current spec files to a new file for editing.  Repeat for the opposite hemisphere as well.


cp mp_lh.spec mp_lh_tlrc.spec

4. Edit the smoothwm and pial entries in the new tlrc spec files as follows:


NewSurface

        SurfaceFormat = ASCII

        SurfaceType = FreeSurfer Ply

        FreeSurferSurface = lh.smoothwm.asc lh.smoothwm.tlrc.ply

        LocalDomainParent = SAME

        SurfaceState = smoothwm

        EmbedDimension = 3

NewSurface

        SurfaceFormat = ASCII

        SurfaceType = FreeSurfer Ply

        FreeSurferSurface = lh.pial.asc lh.pial.tlrc.ply

        LocalDomainParent = lh.smoothwm.asc lh.smoothwm.tlrc.ply

        SurfaceState = pial

        EmbedDimension = 3

5. For all other surface types, just change the LocalDomainParent entry from ?h.smoothwm.asc to ?h.smoothwm.tlrc.ply
6. That’s it!  Now copy the mp_SurfVol+* volume into your group data folder, view your group data on the mp_SurfVol+tlrc volume, and then load up SUMA same as usual.  Note you don’t need to perform any volume alignments, since everything is in talairach space.

suma \

–spec /jukebox/kastner/surfaces/mp/SUMA/mp_rh_tlrc.spec \

–sv mp_SurfVol+tlrc

Tutorial 4 – Creating a map showing voxels activated by your contrasts simultaneously

Let’s say you have 4 regressors of interest and 3 contrasts:

A > D

B > D

C > D

To see which voxels are active for more than 1 of these contrasts, you can assign each contrast a value 

and create a new dataset like this:


A > D = 1


B > D = 2


C > D = 4

For t-stats:


3dcalc –a bucket+orig’[5]’ –b bucket+orig’[10]’ –c bucket+orig’[15]’ \


-expr ‘step(a-12)+2*step(b-12)+4*step(c-12)’ \


-prefix combination_mask


So a voxel whose value is 5 (for example) has both C > D and A > D significant, but not B > D.


The 3dcalc line example uses the t-stat sub-briks 5, 10 and 15, and the t threshold 12.

Now you can set the overlay colorbar to have 7 color levels, choose the colors for each level appropriately, and see all of the information at once.

For F-stats:


3dcalc –a bucket+orig’[5]’ –b bucket+orig’[10]’ –c bucket+orig’[15]’ \


-d bucket+orig’[4]’ –e bucket+orig’[9]’ –f bucket+orig’[14]’ \


-expr ‘step(d)*step(a-12)+2  *step(e)*step(b-12)+4  *step(f)*step(c-12)’ \


-prefix combination_mask

The 3dcalc line above uses F-stat sub-briks 5, 10 and 15  (that’s a thru c), as well as the glt coefficients for each contrast (that’s d thru f), and the F threshold 12.  You need to have the glt coefficients as well b/c the F-stats don’t carry any sign information, unlike the t-stats.

Thanks to Bob Cox for these instructions.

Tutorial 5- Group Analysis 

· Assumes you have followed AFNI-recommended steps above (i.e. normalized data prior to performing multiple regression).  If you have not, then you must perform additional steps to normalize your resulting maps prior to group analysis (not outlined here).  You must also put your data into Talairach space (see more details next).
Structural Normalization

In order to perform group analysis you must first transform the brain of each subject into a common space.  This can either be done using an automatic registration algorithm or by manually marking anatomical landmarks.  The former is faster and easier but will infrequently fail.  The latter is more laborious but probably more reliable.  In either case you may need to perform gross alignment adjustments prior to these procedures if your subject was not positioned well in the magnet.

Gross reorientation (thanks to andy engell/martin monti)


1. You want to rotate the structural so that it is straight in coronal and axial views:


2. Look at coronal and axial views and determine which way to rotate, based on figure 1 below.


3. It may take a few tries until you get the hang of it.


4. Example: 

3drotate -rotate 5A 0 3S -prefix mp_expvol_rot mp_expvol+orig


5. The order that you specify those axes in the above command is important:   P/A  R/L   S/I


6. Once the brain is straight, you can go on to to the Tal procedures.


7. Setting the mid-sag points is now very easy, just follow the example in figure 2 below.


8. When you warp your funcs to TAL space it will also include the rotation above automatically.


9. Remember to view individual single-subject data, use the orig/non-rotated struc as the underlay. 



Automatic spatial registration (thanks to Andy Engell)

1. Spatially register your anatomical images



@auto_tlrc \



-base TT_icbm452+tlrc \
   
 -indicates brain to uses as the template**


-input mp_anat+orig \

 -indicates brain to be transformed








     ** The AFNI download includes 3 







     anatomical templates.  See the ‘help’ for 







    @auto_tlrc for a description


2.  Warp your results file so they are in alignment with your new anatomical 

      images (you may want to slim your results file first, see below)



@auto_tlrc \



-dxyz 3 \




-fucntional voxel dimensions


-apar mp_anat_at+tlrc \


-anat template created in step 1


-input mp_allruns_bucket+orig \
-func data

Manual spatial registration


See AFNI page http://afni.nimh.nih.gov/pub/dist/edu/latest/afni08_talairach/
Analysis

1. Slim down your individual subject’s buckets since they only need to contain the regressor coefficients to feed into the ANOVA.

3dbucket \

-prefix mp_allruns_bucket_slim \

-fbuc mp_allruns_bucket+orig’[27,29]’

2. Warp your slimmed buckets to talairach space and copy them to a new folder (i.e. group analysis).  You don’t HAVE to slim, but it makes the warping quicker.

3. Set up your ANOVA.  Read the HowTos and AFNI help for the correct parameters to use with your particular experiment.  Here are two examples:

1-way fixed effects ANOVA (for few subjects (<7?)):
3dANOVA \

-levels 2 \


- number of conditions
-dset 1 ‘mp_allruns_bucket_slim+tlrc[0]’ \

-dset 1 ‘kd_allruns_bucket_slim+tlrc[0]’ \

-dset 1 ‘te_allruns_bucket_slim+tlrc[0]’ \

-dset 2 ‘mp_allruns_bucket_slim+tlrc[1]’ \

-dset 2 ‘kd_allruns_bucket_slim+tlrc[1]’ \

-dset 2 ‘te_allruns_bucket_slim+tlrc[1]’ \

-mean 1 Faces \

-mean 2 Scrambled \

-contr 1 -1 FvS \

-bucket group_results 

2-way random effects ANOVA (for many subjects (>7?)):
3dANOVA2 \

-type 3 \


- type 3 is random effects model

-alevels 2 \

- number of conditions

-blevels 3 \

- number of subjects

-dset 1 1 ‘mp_allruns_bucket_slim+tlrc[0]’ \

-dset 2 1 ‘mp_allruns_bucket_slim+tlrc[1]’ \

-dset 1 2 ‘kd_allruns_bucket_slim+tlrc[0]’ \

-dset 2 2 ‘kd_allruns_bucket_slim+tlrc[1]’ \

-dset 1 3 ‘te_allruns_bucket_slim+tlrc[0]’ \

-dset 2 3 ‘te_allruns_bucket_slim+tlrc[1]’ \

-fa StimEffect \

-amean 1 Faces \

-amean 2 Scrambled \

-acontr 1 –1 FvS \

-bucket group_results

You may be tempted to use “3dANOVA2 –type 1” as your fixed effects model instead of “3dANOVA”, but please realize that that is a 2-way ANOVA, so it would only be appropriate if you have more than one level for subjects (e.g. patients and controls) as well as more than one level for conditions.

Tutorial 6a- Multiple Comparisons Correction on Group Data with AlphaSim

Several ways have been listed on the afni message boards including:

1- AlphaSim – estimates probability of false detection by Monte Carlo simulation

2- 3dFDR – implements false discovery rate algorithm for thresholding voxelwise statistics.

You should read the AlphaSim manual and the brief tutorial by Gang Chen: http://afni.nimh.nih.gov/sscc/gangc/mcc.html
[updated on 2/4/06 as per Gang Chen’s above tutorial]
by Diane Beck

The basic idea of this is to use AlphaSim to correct for multiple comparisons using a combination of probability thresholding and cluster size thresholding, and then using 3dclust to identify those clusters in your data.

1. As data are acquired in original voxel size, do make sure that Monte simulations are done in original voxel size (but not original brain shape - you will see the difference later) instead of higher resolution such as tlrc space. This is to make sure cluster formation is properly simulated.  So first create a common mask for all subjects. 3dAutomask and 3dcalc are the primary tools to make such a mask. You have obtained such a mask for each subject during individual subject analysis with 3dDeconvolve. Create a group mask by warping all the masks to talairach space, summing them, and thresholding by n-1 (n = number of subjects).  Applying this mask to group analysis, you would avoid some spurious activations along the edge of the brain. Also, the group mask will be used for multiple comparison correction: With a restriction on the region of interest, less voxels would be considered for correction, thus avoiding unnecessary penalty.
a. Use write overlay button in the AFNI gui to warp each individual mask to tal space.

b. Sum all the masks using 3dcalc

c. Subtract value of 1 from new group mask with 3dcalc and then binarize the mask (using the step function).
2. Resample the group mask to the original EPI resolution.  So you end up with a mask with a tal shape but with an EPI resolution.

3dfractionize \

–template mp_r1+orig \

any EPI in original resolution
–input group_mask+tlrc \
group mask input
–vote \

–clip 0.1 \

–prefix group_mask_resampled
group mask output

   2. UPDATE: Courtesy of Andy Engell

      For whatever reason, 3d fractionize doesn’t not seem to function properly. Andy has discovered that   

      you can get the same results by using 3dresample:



3dresample \



- dxyz 3 3 3 \



choose resolution


-prefix group_mask_resampled   
group mask output


-inset group_mask+tlrc


group mask input

3. Estimate the FWHM of the residual error from your contrast of interest using 3dFWHM.  The 3dANOVA programs do not directly provide the residual errors, but they can be obtained through a little bit of extra work with 3dcalc. For each contrast you have 2 subbriks in the output file from ANOVA: one is the so-called intensity (usually percent signal change) and the other is its corresponding statistic (usually t).  In the case of t-statistic, it is calculated in group analysis as the following:
t = intensity / std_dev_estimate

So you can get the residual error estimate by:   std_dev_estimate = intensity / t

So with 3dcalc:

3dcalc \

-a IntensitySubbrik+tlrc \

-b StatisticSubbrik+tlrc \

-expr 'a/b' \

-prefix StdDev

Then convert the residual error brik to original EPI voxel size:

3dfractionize \

-template mp_r1+orig \

-input StdDev+tlrc \

-vote \

-clip 0.1 \

-prefix StdDev_resampled

Then estimate the FWHM of the resampled residual error:



3dFWHM \



-dset StdDev_resampled+tlrc \ 



-mask group_mask_resampled+tlrc \



-out 3dfwhm_output.txt

4. Use AlphaSim to estimate the new alpha level associated with a particular threshold and cluster size, given the number of comparisons performed (i.e. number of voxels).

AlphaSim \

-mask group_mask_resampled+tlrc \

-iter 1000 \
- number of iterations, leave it at 1000
-rmm 4.1 \
- voxels less than rmm apart are considered connected. I chose 4.1 because my voxels were 3x3x3+1mm gap.

-pthr 0.001 \
- individual voxel probability threshold
-fwhmx 4.99 \
- fwhm from 3dfwhm_output.txt file
-fwhmy 5.84 \

-fwhmz 5.09 \

-out newprobs.txt
-save table to text file

5. There are 6 columns in the output table, but you only need to pay attention to the first (cluster size) and last (corrected p value) columns. The relationship between the two is basically a trade-off: the smaller the minimum cluster size, the bigger the corrected p value. You might have to try a few different individual voxel threshold thresholding p values to find the desired pair of (min cluster size, corrected p).
6. Extract the contrast and t-stat subbrik pair from your anova output brik:

3dbucket \

-prefix F_vs_H \

-fbuc group_results+tlrc’[8,9]’
7. Then you can create a new brik with only clusters that pass at the corrected threshold.

3dclust \


-1dindex 0 \


- contrast sub-brik


-1tindex 1 \


- t-stat sub-brik

-1thresh 3.287 \
- t-value threshold associated with the p value you chose for AlphaSim

-prefix F_vs_H_corrected \
-prefix for the output brik
4.1 \




- rmm from AlphaSim

20 \
- min cluster volume in microliters taken from AlphaSim

F_vs_H+tlrc

-input BRIK created in step 6
Note: 3dclust also prints a table of clusters to the screen. To save you may want to redirect the output to a file (eg. 3dclust … >filename). Also, 3dclust will only write the output brik if it finds significant clusters (although it will say it is writing it regardless).

Tutorial 6b- Multiple Comparisons Correction with 3dFDR

Using 3dFDR (by Diane Beck)

This procedure corrects for multiple comparisons without appealing to cluster size.  Instead of controlling for alpha (the probability of a false positive anywhere in the volume) this controls for the proportion of false positives relative to the number of detections.

3dFDR \

-input db_allruns_bucket+orig \ -data you want to correct

-mask_file db_mask+orig \

-mask with voxels to consider (eg. 

the brain)

-mask_thr 1 \



- mask threshold(eg. voxels >= 1)

-cdep \




-assumes p-values not independent 

across voxels (-cind can be used if

assume voxels independent)

-prefix FDRcor.bucket

-prefix for output file

Tutorial 6c- Multiple Comp. Correction on Single Subject Data with AlphaSim

 (adapted from Diane Beck’s instructions but for single subject data)

1. Create a mask (eg. 3dAutomask) from the relevant epi BRIK.  This mask will be used to determine the number of voxels in the brain for the correction, so make sure it is in the same resolution, etc as the stats.  You should be able to use the same mask you used in 3dDeconvolve.

2. Estimate the FWHM of the standard deviation of your residual error time series.   So first you get the residual error time series if you use the –errts flag in 3dDeconvolve.  Then you calculate it’s standard deviation with 3dTstat as follows:



3dTstat \



-stdev \



-prefix stdev_mp_errts \



mp_errts+orig


And then you input the standard deviation to 3dFWHM:



3dFWHM \



-dset stdev_mp_errts+orig \ 



-mask mask+orig \



-out 3dfwhm_output.txt

3. Use AlphaSim to estimate the new alpha level associated with a particular threshold and cluster size, given the number of comparisons performed (i.e. number of voxels).  Your only tough decision here is what threshold to choose.  According to AlphaSim manual, if voxels are spatially uncorrelated then something like 0.005 should be good.  However if voxels are spatially correlated (yes), then that increases the clustering of noise voxels, so you should compensate by lowering the probability threshold to 0.001.  When you look at the table, and the minimum cluster size you can use (at, say, alpha 0.05) is too big for your taste, that is, you want to be able to detect smaller regions of activation, then you must further reduce pthr.

AlphaSim \

-mask mask+orig \
- mask from relevant epi BRIK
-iter 1000 \
- number of iterations in the Monte Carlo simulation, Doug Ward says 1000 is typical
-rmm 4.1 \
- voxels less than rmm apart are considered connected. I chose 4.1 because my voxels are 2x2x3+1gap

-pthr 0.001 \
- individual voxel probability threshold
-fwhmx 4.99 \
- fwhm from step 2’s output..
-fwhmy 5.84 \

-fwhmz 5.09 \

-out newprobs.txt
-save table to filename

4. The AlphaSim output is as follows: “AlphaSim shows you the p/Voxel, which is without correction for multiple parallel comparisons, and in the last column there's the overall alpha, which accounts for having multiple comparisons (that's what you are looking for).  There are 6 columns in the output table, but you only need to pay attention to the first (cluster size) and last (corrected p value) columns. The relationship between the two is basically a trade-off: the smaller the minimum cluster size, the bigger the corrected p value. You might have to try a few different individual voxel threshold thresholding p value to find the desired pair of (min cluster size, corrected p).
5. More details from the AlphaSim manual:

“Column 1: lists different cluster sizes in voxels.  Column 2 lists the frequency of 


occurrence for clusters of the size given in the first column.  For example, in the 1000 random 
images that were produced by the program, clusters of exactly 3 voxels occurred 282 times.  The 
third column lists the cumulative  proportion of clusters having the size given in column 1.  For 
example, 0.999968 of all clusters consist of 3 or fewer voxels.  Column 4 lists the probability, per 
voxel, of a false positive detection, when the cluster threshold is set to the size given in column 1.  
Column 5 lists the number of times, out of the 1000 random images, that the maximum size of a 
cluster in the image was given by column 1.  Therefore, we can see that if the researcher uses 
an individual voxel detection probability threshold of 0.005 and a minimum cluster size threshold 
of 4 voxels, this is equivalent to an overall significance level of 0.011 (i.e. col 6).  Thus the desired 
significance level has been achieved through a combination of probability threshold and 
cluster 
size threshold.  By execution of AlphaSim using different values for pthr one can find various 
combinations of pthr vs. cluster size threshold which yield the desired overall significance level 
alpha.  In this way, one can get a sense of the trade-off between pthr and cluster size threshold.
6. First you must extract the contrast and F-stat you are interested from your 3dDeconvolve bucket output brik:

3dbucket \

-prefix F_vs_H \

-fbuc mp_bucket+orig’[8,9]’
7. Then you can create a new brik with only clusters that pass at the corrected threshold:

3dclust \


-1dindex 0 \


- contrast sub-brik


-1tindex 1 \


- t-stat sub-brik

-1thresh 3.287 \
- F-value threshold associated with the p value you chose for AlphaSim

-prefix F_vs_H_corrected \
-prefix for the output brik
4.1 \




- rmm from AlphaSim

20 \
- min cluster volume in microliters taken from AlphaSim (may need to convert if AlphaSim didn’t have 1x1x1 voxels)

F_vs_H+orig

-input BRIK created in step 4
Note: 3dclust also prints a table of clusters to the screen. To save you may want to redirect the output to a file (eg. 3dclust … >filename). Also, 3dclust will only write the output brik if it finds significant clusters (although it will say it is writing it regardless).

Tutorial 7 – ROI/Time Course Analysis in AFNI

1. Tim Souza wrote a very detailed tutorial.  Please visit the AFNI website for instructions on creating ROIs.

a. http://afni.nimh.nih.gov/afni/doc/misc/afni_roi/
b. I recommend creating the left and right ROIs in succession so that it becomes easy to average across hemispheres by specifying an mrange (see below).

c. You may want to create ROIs automatically, as opposed to drawing them manually.  Please look at Tutorial 7 for automatic ROI creation.

2. Once you create your ROI masks, you need to run the masks through your data.  You may want to consider detrending your data.  Detrending takes out the mean, which you need to add back in for accurate results.  You probably want to work on the pre-processed data up to, but not including the normalization step.  If you are working in visual cortex, you may want to exclude smoothing as well.

a. Use 3dDetrend. (The command for running 3dDetrend has changed with the update of AFNI)

3dDetrend \

-prefix mp_r1_vrdt \

-polort 2

mp_r1_vr+orig

        The -polort 2 function will remove mean, linear, and quadradric terms, afni's help on it says: -polort ppp  = Add Legendre polynomials of order up to and including 'ppp' in the list of vectors to remove.

For running 3dDetrend on older versions of AFNI:

3dDetrend \

-prefix mp_r1_vrdt \

-expr ‘1’ \

-expr ‘t’ \

-expr ‘t*t’ \

mp_r1_vr+orig


…repeat for each run…

b. Calculate the mean for each voxel (use non-detrended data as input):

3dTstat \

-prefix mp_r1_vr_mean \

mp_r1_vr+orig



…repeat for each run…

c. Add the mean back into your detrended data:

3dcalc \

-a mp_r1_vrdt \

-b mp_r1_vr_mean \

-prefix mp_r1_vrdt+mean \

-expr “a+b”



…repeat for each run…

3. You may also consider averaging all identical runs.  For example if you had A and B runs, you can average all the A runs and create an ARUNS_AVG+orig.BRIK:

3dmerge \

-prefix ARUNS_AVG \

-gmean \

-doall \

mp_r1_vrdt+mean+orig \

mp_r4_vrdt+mean+orig \

..etc..

4. Then just extract the average timeseries for your ROIs from the average briks:

3dmaskave \

 –mask mp_master_ROI+orig \

–mrange 1 1 \

–quiet \

ARUNS_AVG+orig \

> mp_ROI_1.txt
…repeat for each ROI and average brik…

5. To get a voxel count of each ROI in your mask dataset and put it in a text file:

3dmaskave –mask mp_master_ROI+orig –mrange 1 1 –dindex 1 ARUNS_AVG+orig > mp_ROI_1_voxcount.txt

Tutorial 8- Automatic ROI Creation

(thanks to Andy Engell)

1. Extract the contrast and t-stat (or F-stat) you are interested in:


3dbucket \


-prefix F_vs_H \


-fbuc mp_allruns_bucket+orig’[19,20]’

2. Threshold the map:


3dclust \


-1dindex 0 \


-1tindex 1 \


-prefix F_vs_H_clust \


-1noneg \


-1threshold value1 value2 value3 \


F_vs_H+orig \


> F_vs_H_clust.txt

3. Create numbered ROI masks from the thresholded map:


3dmerge \


-1dindex 0 \


-1tindex 1 \


-1clust_order value2 value3 \


-prefix F_vs_H_clust_masked \


F_vs_H_clust+orig

You will get a mask file that numbers the ROIs based on size (largest ROI = 1).

Value1 = statistical threshold (t value for example)

Value2 = cluster connection radius (rmm), use zero for nearest neighbor connections (sharing a face).  Use option –dxyz=1 if you want to do sharing edges or corners (sqrt2 or sqrt3 plus a little bit).  

Value3 = minimum cluster volume (vmul), this is up to you.  For example if your voxel is 
2x2x3, then a single voxel volume is 12, so if you want a minimum cluster size of 2 
voxels, then you would put 24 for value3.  If you use –dxyz=1 then this is specified in voxels and not in vmul.

Tutorial 9- Registering ROIs from one session to another

1- Use an ROI from one subject’s session as the ROI in another session of same subject.

2- Use an ROI from talaraich space as the ROI for each individual subject.

**This tutorial is for ROIs, not EPI data, see Tutorial 16 for combining EPI data across sessions**

1- Using an ROI created in one session of a subject in another session of the same subject:

These are generic examples, you will have to figure out the best way to do this on your data.  My goal was to avoid resampling/transforming the BOLD datasets.

In this scenario, there are 2 sessions, and an ROI has been created from Session 2’s BOLD EPI data set.

Session 1 consists of:

EPI1 data volume (3x3x3)

mprage1 (1x1x1)

Session 2 consists of:




EPI2 data volume (3x3x3)




Mprage2 (1x1x1.25)




ROI (3x3x3)

You’ll want to register mprage2 to mprage1:

1- If mprage2 is of a lower resolution you’ll have to up-sample:

i. 3dresample –master mprage1+orig –inset mprage2+orig –prefix mprage2_resampled

2- Now you can register them:

ii. 3dvolreg –wtrim –clipit –twopass –twodup –zpad 8 –rotcom –verbose –prefix mprage2_Algnd_mprage1 –base mprage1+orig mprage2+orig

iii. write down, or better yet, save to a text file the 3drotate output line, you’ll need it to apply the same transformation on other types of data from Session2 if you later wish (ROI briks, EPI briks, etc).

You’ll want to apply the transformation to the ROI brik of Session2:

1- You need to up-sample the low-res ROI brik first:

a. 3dresample –master mprage1+orig –inset ROI+orig –prefix ROI_up+orig

2- Now you can apply the transformation:

a. 3drotate –NN –clipit –zpad 8 –rotate blah blah blah –ashift blah blah blah –prefix ROI_up_aligned ROI_up+orig

Next you’ll want to down-sample the newly aligned ROI from hi-res space to low-res EPI space:

1- 3dfractionize –template EPI1+orig –input ROI_up_aligned –clip 0.2 –vote –prefix ROI_down_aligned

Now you can go on to extract the time course from your BOLD EPI dataset of session1 using an ROI you originally created in session2 that has now been aligned to session1.

2- Use a talaraich ROI as an ROI for individual subjects.

a. Draw your ROI on a talaraich brain.

b. Downsample it to EPI resolution while at the same time unwarping it to an individual subject:


3dfractionize \


-template mp_r1+orig \


-input mp_ROI+tlrc \


-warp mp_expvol+tlrc \


-preserve \


-prefix mp_ROI_ds

c. Repeat for each individual subject:


3dfractionize \


-template ks_r1+orig \


-input mp_ROI+tlrc \


-warp ks_expvol+tlrc \


-preserve \


-prefix ks_ROI_ds

Tutorial 10- Going from AFNI to ANALYZE and Back
You may find the need to get your data to analyze format to do some processing (such as using FSL tools or field map correction).  Here is a brief outline of what you need to do in order to retain your volume positioning information.

1- Use to3d to create your briks from your dicom_renamed files as usual.

2- Use 3dAFNItoANALYZE to convert your briks to analyze format.

3- If you are converting an entire EPI time series, you will end up with an analyze img/hdr pair for each time point.  You can create a 4D analyze file (useful for FSL) like this:

a. avwmerge –t output_name input_*.hdr

4- Do whatever you want to do to your analyze files.

5- Use to3d to create new briks from your new analyze files.  The trick here is to specify a HEAD from an original brik you created in step 1 so that to3d can apply the same volume position parameters etc to this new brik you are creating.  The command would look something like this:

a. to3d –epan –geomparent epi_run1+orig –time:zt 27 100 3000 alt+z –prefix new_epi_run1 new_epi_run1*.hdr

6- If you want to split your 4D analyze file up into individual time points again:

a. avwsplit 4D_dataset

Tutorial 11 – “Cleaning up” an activity map

So you have a poster to present, and you want your activity map figures to look nice and clean with no stray voxels anywhere.  You could do a cluster analysis, but who has the time for that?  Here’s a quick and dirty way to clean up your map for presentation purposes.

1. Create an ROI mask of just the regions you want to keep on the map.

2. Extract the Contrast sub-brik:


3dbucket \


-prefix BPvI_sub42_extracted \


-fbuc 3danova_7sess+orig'[42]' 

3. Pass the t-stat sub-brik through the mask brik:


3dcalc \


-a 3danova_7sess+orig'[43]' \


-b bs_BPvI_mask+orig \


-prefix BPvI_sub43_filtered \


-expr "a*b"

4. Concatenate the extracted Contrast sub-brik and the filtered t-stat sub-brik:


3dbucket \


-prefix BPvI_cleaned \


-fbuc BPvI_sub42_extracted+orig \


-fbuc BPvI_sub43_filtered+orig

Tutorial 12- Field Map Correction

04/04/06

Two field map protocols are saved in the Kastner folder.  Feel free to copy them into your own protocol folder.  They only differ by resolution, one is set up as 64 matrix and the other as 128 matrix for users’ convenience, otherwise they are the same and use the same Siemens sequence.

The field map should have these parameters:

TR=500ms

TE1=minimum possible

TE2=TE1+2.46  (for 3T)

FA=55 deg.

Fat Suppr= off

Bandwidth= Maximum

Slice Prescription, FOV, thickness, spacing, resolution, matrix = keep same as EPI
The mgh_afni_undistort script is available to undistort your EPIs using the above-acquired field maps.  

Using MGH/FSL unwarping script:

1. Create magnitude brik from renamed dicom data, and save brik as subjectinitials_mag.
The magnitude image is the first series of the field map.

(note: the sequence takes a repetition of each magnitude slice.  So if you take a 30 slice mag image, you will have 60 dicom files.  You’ll have to choose every other dicom file to create your magnitude brik)

to3d mp_003_0001 mp_003_0003 mp_003_0005 [etc]
2. Create your phase brik, and save it as subjectinitials_phz.


(the phase image is the second series of the field map)

to3d mp_004_*

IMPORTANT: If you plan to do this field map correction, we’ve found that we get the best results if we first motion correct the data to the magnitude image (in other words, used the mag image as the base image in your 3dvolreg step).  This insures that your data is in alignment with your field maps, so that you get the best undistortion.  Then when you run the undistortion outlined below, it needs a sample functional volume.  For that sample volume, you could choose any motion-corrected time point in theory since they are all in alignment with the field map, but we recommend you choose the motion-corrected time point that was taken closest in time to the field map (and is not an outlier) just for consistency.
3. You are ready to run the script (repeat for each run):

mgh_afni_undistort \

--mag mp_mag+orig.HEAD \

magnitude
--dph mp_phase+orig.HEAD \

phase
--exf mp_r8_vr_+orig’[100]’.HEAD \
sample mc’ed functional volume (see above note)
--epi mp_r1_vr+orig.HEAD \

EPI run you want to undistort (i.e. your input)

--seacq alt+z \

alt+z, alt+z2, alt-z, alt-z2 (this option is not working, so leave it out)
--unwarpdir y \

unwarp direction (x/y/z/x-/y-/z-)

--tediff 2.46 \

difference between the 2 TEs during the field map scan (always 2.46 at 3T)

--esp 0.69 \

echo-spacing in ms of your EPI (get this number at scanner console)

--vsm mp_r1_vsm \

this is an output file you do not use, but must specify anyway
--epidw mp_r1_vr_ud \ 
undistorted run’s filename (i.e. your output)

--cleanup 


force deletion of temporary files you do not need

Tutorial 13- Monkey data analysis overview:

1. Create epi briks from dicom data using to3d, pay attention to orientation:



monkey axial = LAS, monkey coronal = LSP, monkey sagittal = SAL

2. Perform a motion assessment to throw out runs with excessive head movement.

- Use the motion_assess.sh script which computes head movement from one time point to the next and outputs a ‘concat_r?.1D’ file for you.  

- Currently, we exclude runs where  >3% of time points exceed 1 mm or 1 degree of movement.
3. Motion correct using 3dvolreg to the reference magnitude image (if you have plans to do field map correction) or to a non-outlier tp from one of the sessions.


The refmag image is usually taken in a separate session under anesthesia 
during which refphz and refexpvol volumes are taken as well.
4. Perform fieldmap correction using mgh_afni_undistort (optional)


Using refmag, refphz, and a non-outlier TP as EPIref.
5. Perform pre-processing steps:


Temporal filtering with 3dFourier

highpass=should be at least twice the min distance b/n a condition repetition

lowpass = for respiration/cardiac frequencies, usually 0.15Hz is fine.


Smooth 2mm with 3dmerge


Determine mean with 3dTstat


Normalize the smoothed runs to psc from the mean


Concatenate the normalized runs

5. Create mc_params, censor, startpoints files and put in analysis folder.


Censor first 4 TPs from each run (TR = 2sec)

6. Create mask volume and put into analysis folder:

The mask is created from the smoothed motion correction base.


It is then edited manually to remove non-brain structures that got caught.


Next it is dilated by 1-3 vox to ensure it captures the edges of the brain:



3dcalc \



–a mask+orig \



–b a+i –c a-i –d a+j –e a-j –f a+k –g a-k \



-expr ‘or(a,b,c,d,e,f,g)’ \



-prefix mask_d1 \



-nscale

*Update*- A new flag in 3dAutomask may be useful (-clfrac). It will allow the inclusion of lower intensity voxels (bottom of temporal lobes are always a problem, which is why we would dilate as shown above.  But the problem with dilating is that it’ll do so on all sides of the brain, then grabbing non-brian structures along the top and sides).  Try setting –clfrac to less then default value (0.5), try 0.25, to see if it then grabs entire brain, and removes necessity to dilate.

Consider running 3dDeconvolve without a mask just to check u don’t lose any activations in slightly darker temporal regions.  Then you can later multiply your bucket by the mask.

7. Set up your regressors, contrasts, and 3dDeconvolve file.  

8. For time course analysis, take the smoothed normalized data and remember to re-adjust it to the average of the blank periods since it is normalized to the mean of all periods (and thus sits too low on the y-axis).

Tutorial 14- Aligning T1flash+functional data to out-of-session hi-res anatomical

By Kevin Desimone (kdesimon@princeton.edu)

This will allow you to align your functional data to FreeSurfer/SUMA surfaces without needing in-session MPRAGEs.  In a nutshell, you register your T1flash to a surface volume (template for creating surfaces); you then apply the transformation matrix to your statistical map so that it is also aligned to the surface volume.  Ah, we begin:

Also, we assume you’ve that you are in the AFNI BRIK/HEAD file format.  If your T1flash and statistical map are in Analyze format, you must use the to3d command to convert them.  You will have to adjust the orientation labels in the to3d dialog window.

1. Open two separate sessions of AFNI (i.e., don’t just hit the New button in the AFNI window).  You’ll want to start 2 AFNIs from the command line.

Rather than using 2 different command lines to open your 2 AFNI sessions, you can use just one.  

When you call AFNI the first time, include an ‘&’ at the end (e.g., afni &).  After the usual initialization information scrolls through the command window, hit return.  This releases the command line and allows you to navigate/operate as usual.  Calling AFNI again will start a separate session, running in parallel to your other session(s).

[image: image1.wmf]QuickTime™ and a
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2. In one ANFI window, open up your T1flash as the underlay.

3. In the other AFNI window, open up your high-res anatomical as the underlay.  This can be found at:

/jukebox/kastner/surfaces/subject/SUMA/subject_SurfVol+orig*

4. For each AFNI, select Define Datamode > Plugins > Edit Tagset  

5. You’ll be prompted with the Tagset Editor windows

6. It may be helpful to minimize the AFNI windows, leaving open the 2 Tagset Editors and the 2 slice windows, as below.
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7. In the upper-left of the Tagset Editor is a Dataset button.  Pressing it will prompt a file selection menu.   You should open the T1flash in one Tagset Editor and the hi-res in the other.  (Here the T1flash is named the obvious, and the anatomical is named SurfVol+orig.)
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In each Tagset Editor, notice there is a list of numbered tags.  By default, there are 4 tags in the list (0 through 3).  Ultimately, you’ll want to use more, but for now let’s use these four.  
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8. Notice that next to each tag is a button you can depress; doing so selects the tag.  Select the first tag in both the Tagset Editors.

9. You should also notice that directly above the list of tags is the Tag Value field, which you can increment with the arrows are directly edit with the number keys.  Make sure the Tag Value for both Tagset Editors are set to 0.  

10. We can now start actually creating pairs of tags matching anatomical   landmarks in the T1flash and the hi-res volumes.

11. Move the cursor in the T1flash slice window to the first slice (0).  Now find this slice (or the most comparable) in the hi-res volume. 
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Remember that because the subject’s head is going to be tilted at a 

slightly different attitude with respect to the bore for each scan, you’re unlikely to find all the same structures in the same exact slice.  

Instead, focus on a smaller region (say the ventricles), and try to match these as best you can.  Blood vessels, white-gray matter junctions, and gryal convolutions are also good spatial references for matching your volumes.

Notice above that the structures in and around the ventricles match very closely, while others may look to be a bit offset in terms of spatial alignment.

12.  In each slice window, use the mouse to center the cross-hairs over a structure that appears in both volumes.
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13. When you’ve found the structure and positioned the cross-hairs, press the Set button in each Tagset Editor.  You’ll see a small, white circle appear on each slice where you set the tag.  Also, the that tag should be highlighted yellow in the tag list.

14. Move onto the next T1flash slice, and repeat the process: find the hi-res slice where there appear to be matching structures; position the cross-hairs over these structures; press the Set button in the Tagset Editors.  

15. You’ll want to create anywhere between 5 and 10 tags for each volume.  Since the Tagset Editor only opens with four tags as default, you’ll have to add a few more.

Add = adds new tags to the tag list

Delete = removes tags from the list

Set = inserts tag into the volume

Clear = clears the tag from volume, but not from the list

Clear All = clears all tags from volume, but not from list 

16. Once you’ve created all your tags, press the Save button in each Tagset Editor.  This saves the tags to the HEAD file for each volume. Exit out of AFNI.

17.  At the prompt, call the program 3dTaglign as follow:

3dTagalign –master subject_hires+orig -matvec mfile –verb –prefix subject_T1flash_Alnd_hires subject_T1flash+orig

This will align your T1flash to your hi-res anatomical based on the tags that are set in the HEAD files.  It will also write out a transformation matrix file—mfile—that you can next apply to your functional map so that it is also in alignment with your hi-res anatomical.

This will also create a BRIK and HEAD file for your newly aligned T1flash.

18.  You should check the alignment by opening 2 AFNIs as before, loading the newly aligned T1flash in one AFNi and the hi-res anatomical in the other.  Link the cross-hairs and click around in one of the volumes; spot-check to see how well the T1flash is registered to the hi-res.

19.  The next (and final) step is to register your statistical map to the hi-res volume by applying the same transformation, which is saved in the   mfile.  At the command line, type:

3dWarp –matvec_in2out mfile –NN –gridset  subject_T1flash_Alnd_hires+orig -prefix subject_map_Alnd_hires+orig

This will register your statistical map to your hi-res anatomical creating subject_map_Alnd_hires
20.  Now you can view your functional data on surfaces via SUMA.  Everything is in alignment so just fire up SUMA as you normally would.

Tutorial 15- Getting Started with FreeSurfer

This is an outline to help you get started with FreeSurfer.  You should explore the FreeSurfer wiki website for all the details.   The outline follows the “recommended workflow” described on the website.  11/05/05

Setting up FreeSurfer on your local mac:

1. Download/install FSL (http://www.fmrib.ox.ac.uk/fsl/)

a. Put the tarball contents inside a new /usr/local folder (/usr/local/fsl_3.2b)
2. Download/install the Apple Developer Tools (http://developer.apple.com/)

3. Register/download/install the latest developer version of FreeSurfer (https://surfer.nmr.mgh.harvard.edu/fswiki/DownloadAndInstall)

4. Make a “surfaces” folder inside your personal jukebox folder.

5. Edit your dot cshrc file so that it loads the appropriate FSL and FS stuff.

setenv FSLDIR /usr/local/fsl_3.2b

source ${FSLDIR}/etc/fslconf/fsl.csh

setenv FREESURFER_HOME /Applications/freesurfer

setenv SUBJECTS_DIR /Volumes/labpartition/yourfolder/surfaces

source $FREESURFER_HOME/SetUpFreeSurfer.csh

6. You also need to add ${FSLDIR}/bin to your path line.

7. Copy the talairach folder from /Applications/freesurfer/subjects into /Volumes/labpartition/yourfolder/surfaces

Preparing your data:

1. Take at least 5 mprage scans of your subject.  The more the better!

2. Create afni briks of each mprage using to3d.

Recommended workflow (subject mg used as example):

1. From inside your "surfaces" folder, create your subject's folder:


mksubjdirs mg

2. Copy mprage BRIKS/HEADS into the newly created mg/mri/orig

3. Go into mg/mri/orig to convert the BRIKs.

4. Convert the BRIKs:


mri_convert mg_mprage1+orig.BRIK 001.mgz


mri_convert mg_mprage2+orig.BRIK 002.mgz


and so on

5. Run the first step of recon-all from the "surfaces" folder:


recon-all -autorecon1 -subjid mg

6. Should finish in 1.5-2 hours on a G5.

7. Check the talairach transform from the "surfaces" folder:


tkregister2 --mgz --s mg --fstal


a. if bad, go to https://surfer.nmr.mgh.harvard.edu/fswiki/FsTutorial/Talairach
8. Check the skull strip and normalization from the "surfaces" folder:


tkmedit mg brainmask.mgz -aux T1.mgz


a. if skull strip is bad go to: https://surfer.nmr.mgh.harvard.edu/fswiki/FsTutorial_2fSkullStripTutorial


b. if normalization is bad go to: https://surfer.nmr.mgh.harvard.edu/fswiki/FsTutorial_2fControlPoints
9. Run the second step of recon-all from the "surfaces" folder:


recon-all -autorecon2 -subjid mg

10. Should finish in 20 hours on a G5.

11. Check the “final” white and pial surfaces using tkmedit:



tkmedit mg wm.mgz rh.white -aux brain.mgz



tkmedit mg wm.mgz lh.white -aux brain.mgz


12. Check all of the surfaces with tksurfer as well:



Original surfaces:



tksurfer mg lh orig



tksurfer mg rh orig



Smoothed surfaces:



tksurfer mg lh smoothwm



tksurfer mg rh smoothwm



Inflated surfaces:



tksurfer mg lh inflated



tksurfer mg rh inflated



Final white surfaces:



tksurfer mg lh white



tksurfer mg rh white




Final pial surfaces:



tksurfer mg lh pial



tksurfer mg rh pial

13. For instructions on editing and re-creating the final surfaces, refer to:



FsTutorial/FixingDefects: https://surfer.nmr.mgh.harvard.edu/fswiki/FsTutorial_2fFixingDefects
FsTutorial/PialEdits: https://surfer.nmr.mgh.harvard.edu/fswiki/FsTutorial_2fPialEdits
14. After you have accurate final pial and white surfaces run the final step of recon-all:



recon-all -autorecon3 -subjid mg 

15. After autorecon3, check the following:



Check the spheres:



tksurfer mg lh sphere



tksurfer mg rh sphere

Check the cortical parcellation:



a. load a "final" surface: tksurfer mg lh white


b. File-->Label-->Import annotation--> lh.aparc.annot



c. Repeat for the other hemisphere.

16. Next is cutting stage.  

Refer to attached cutting instructions and to this incomplete wiki page:



https://surfer.nmr.mgh.harvard.edu/fswiki/FreeSurferOccipitalFlattenedPatch

17. Then we flatten (~8 hours per hemisphere).



Syntax:



mris_flatten [options] <input patch> <output patch>



Default used in old version:



mris_flatten -w 0 -distances 12 20 rh.full.3d rh.full.flat



Bruce Ficshl recommended if you have trouble:



mris_flatten -p 5 -s 1 -w 0 -distances 12 20 rh.full.3d rh.full.flat



Optional flag arguments:



-p  <n>  loops the flattening procedures <n> times by feeding the output to input



-s <n> will scale by <n> where -s 1 would turn off scaling



-w <n> write out the surface very <n> iterations



-distances <nbhd size> <# of vertices at each distance> specify size of neighborhood and 




number of vertices at each distance to be used in the optimization.



How to view output patch:



a. Load some surface configuration (e.g. inflated): tksurfer mg rh inflated


b. Then do File-->Load Patch--> rh.full.flat

Preparing surfaces for SUMA:

1. Go inside surface/subject folder:

cd /Volumes/labpartition/yourfolder/surfaces/mg

2. The next script will create a SUMA folder inside your subject folder. It will create, by default, the following surfaces: smoothwm, pial, inflated, occip.patch3d, occip.patch.flat, and sphere. If you are using other naming conventions or you want to add more surfaces, you will need to tailor the script to your needs.  Typically you want smoothwm, pial, inflated, full.patch.flat, sphere, sphere.reg.  The script needs to know that full.flat is a ‘patch’ filetype, so in your surfaces folder, make a copy of your full.flat but call it full.patch.flat.  That is how SUMA will recognize it as a ‘patch’.  The script is found in you afni folder (e.g. /usr/local/afni_10.4_G5).  
3. The script will also try to create a surface volume BRIK for the subject and put it in the SUMA folder as well (e.g. mg_SurfVol+orig.*).  But that’s not working with the latest Freesurfer because the script is looking for the .COR files in /mri/orig that represent the orig volume, but the latest Freesurfer doesn’t create .COR files.  The latest freesurfer creates a single .mgz file instead (orig.mgz).  So… convert the orig.mgz to COR files: mri_convert –ot cor orig.mgz orig    Make sure all of the COR files you just created are inside /mri/orig folder.  Then go ahead and run the SUMA script.    Ziad has e-mailed me a replacement script that will be able to handle the .mgz file format, so ask me or him for it, he’ll probably just include it in the next SUMA update.  When the script is completed, check the SUMA folder to see if it placed the mg_SurfVol+orig.BRIK/HEAD in there, if not, then it is probably still in /mri/orig and move it from there and into the SUMA folder.

4. Create SUMA versions of the surfaces with this script:

@SUMA_Make_Spec_FS –sid mg

5. You should verify that the surfaces align with the SurfVol:

cd /Volumes/labpartition/yourfolder/surfaces/mg/SUMA

afni –niml &

suma –spec mg_lh.spec –sv mg_SurfVol+orig

In the suma window, press ‘t’ and watch afni acknowledge receipt of the surfaces. You will then see the contours of the left hemisphere of the SurfVol overlap with the gray/white matter boundaries of the surface.  Go thru all the surfaces making sure they look okay.  Repeat this for the right hemisphere as well.

Making Cuts

1. View the inflated surface with its curvature painted on:


a. tksurfer mg lh inflated


b. File(Curvature( Load Curvature( lh.curv

2. You will need to make the following cuts:
[image: image7.jpg]
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3. For each of the cuts, use the left-mouse-button​ to mark a series of vertices on the surface.  

If you are not satisfied with the location of your vertices, you can press the right-mouse-button to clear all vertices.  

4. When you are finished defining the vertices of a cut, press the Cut Line button [image: image10.bmp]
5. After the 6 radial cuts, cut out the midbrain by following the outer edge of the CC (which is green).


a. You must make sure that this encompasses the endpoints of the six radial cuts.  

6. Use the Cut Close Line button [image: image11.bmp] instead of the Cut Line to close the midbrain cut.

7. When you’ve made all your cuts, you can now remove the encircled midbrain:


a. Mark a point on the surface that lies outside this encircled area


b. Then, press the Fill Uncut Area button [image: image12.bmp]  to remove the midbrain.

8.  Save the cut surface patch:


File(Patch(Save Patch As(lh.full.3d

Tutorial 16- Combining EPI data across two sessions.
Read: http://afni.nimh.nih.gov/pub/dist/src/README.registration
And: http://afni.nimh.nih.gov/pub/dist/edu/latest/afni10_volreg/afni10_volreg.pdf
Here are the steps in a nutshell:

1. Register mprage2 to mprage1 with 3dvolreg.

2. Zero pad your epi1 runs with 3dZeropad.

3. Motion correct the epi1 runs with 3dvolreg


- as usual, choose a non-outlier tp closest to mprage1 and is tshifted (if needed)

4. Now, at the same time, motion correct and align to session1, the epi2 runs.


- and use –rotparent and –gridparent options as shown in the above links.


- as usual, choose a non-outlier tp closest to mprage2 and is tshifted (if needed)


- no need to zero pad epi2 runs as in step2 because the –gridparent will do that for you.

Tutorial 17- Extracing ROIs from a multi-ROI brik

In this example, you have a mutli-ROI brik that contains 3 ROIs (of values 1, 2 and 3).  Just perform these three 3dcalc steps to extract each ROI to its own brik. (thanks andy engell)

3dcalc \ 

-prefix ROI_1 \ 

-a multi_ROI+orig \ 

-nscale \

 -expr '(1-bool(a-1))'  

3dcalc \ 

-prefix ROI_2 \ 

-a multi_ROI+orig \ 

-nscale \ 

-expr '(1-bool(a-2)'  

3dcalc \ 

-prefix ROI_3 \ 

-a multi_ROI+orig \ 

-nscale \ 

-expr '(1-bool(a-3))'

Tutorial 18- Saving jpegs from SUMA

1. Get the image you want to save in the suma window, then hit r in the suma window.  this should bring up a second 'snapshot' window. Now the weird thing is to get all the commands you need to save a jpeg you need to change the image in suma (rotate it a little) and hit r again.  This will bring up all the other controls in the snapshot window.

Use the slider below the image to go back to the first image you want.

Then click Disp in the bottom left corner.  This will bring up a gray command window on the side.  Here you can click save to .jpg, or save to .tiff.

To save picture, click Sav1.jpg in the bottom left corner of the snapshot window.  This will bring up a little box, enter the name for the jpeg and click Set.

This combined with loading a view will allow you to save out your pictures with the same location and size every time, for easy alignment in photoshop and stuff.

We are attempting to save views for each subject once they have good patches.  These will eventually be located in the surfaces/subjid/views directory:  

for instance: /jukebox/kastner/surfaces/sm/views

Just copy them to your own analysis directory.  There will be one for focusing on the occipital cortex where it is more zoomed in on occip and one for the full brain.

To save your own view, start suma, get the patch how you want it and select file -> save view and enter a name for your view. To load it next time select file -> load view and select it!

Tutorial 18- Make Your Own Color Wheel

Added 12/20/06 by Mike Arcaro

Here is some hopefully helpful info on creating your own color wheel. Unfortunately, I’ve only gotten the color wheels with a defined number of columns to work in afni. i.e. I haven’t created a spectrum color wheel yet.

1. 
So you want to create your own color wheel. There is a Matlab script that will do the job: 
MakeColorMap. Before running the script, you must create a matrix of values 
corresponding to colors on the RGB color scale.


At the Command Line in Matlab, you must define these values:


Opt.Range = 1;


Opt. Showme = 1;


Opt.SkipLast = 0;

2. 
Next, create your matrix corresponding to your color scale. 


colormapname = hsv(10);


This creates a 3by3 matrix of digits ranging from 1 to 0:


colormapname =

  
  1.0000         0             0      

Color #1

  
  1.0000    0.6000         0     
 
Color #2

  
  0.8000    1.0000         0      

etc…


  0.2000    1.0000         0


          0    1.0000    0.4000


         0    1.0000    1.0000


         0    0.4000    1.0000


  0.2000         0    1.0000


  0.8000         0    1.0000


  1.0000         0    0.6000


 The function, hsv, creates a hue-saturation-value color map. Basically it varies the hue 
over an RGB color  scale. The colors begin with red, pass through yellow, green, cyan, 
blue, magenta, and return to red. For more info on what hsv does, type ‘help hsv’ in 
Matlab.

3. 
Now that you have your color matrix, you can make some edits:


Let’s say you want to cut off the last two lines of your matrix:


colormapcropped = colormapname(1:8,:)


Now you have a matrix with 8 columns


Right now you have a color circle going from red to orange to yellow to green to blue. 


Let’s say you want it to go back to green to yellow to orange and finally back to red (two 
equal hemifields).


Use the flipud command:


colormap_perfect = [colormapcropped; flipud(colormapcropped)]


This will create a new matrix that is comprised of the original color map then adds a 
flipped/inverse of that matrix. You now have a matrix of 16 columns.

4. 
Now let’s view what your map will look like. This does not actually convert the file into 
afni format, but we’ll get a look at what the color wheel will look like.


Enter the following in the Matlab command line:


[err,M] = MakeColorMap(colormap_perfect, 16, Opt);


The Opt refers to the values you first entered. 


The 16 is the number of columns/colors. Adjust this accordingly. You can set this value 
higher to add more colors. There is one catch here: matlab will only accept values that 
add the same number of colors inbetyouen each predefined color. For example:


Your original scale could be


Red to yellow to green to blue


Your number of colors is 4


The next highest value Matlab will accept is 7. It will add three colors; one inbetyouen 
each of the original colors. 


To easily calculate the numbers Matlab will accept. Say n = number of original colors.


n-1 = number of spaces inbetyouen the original number of colors. X = desired number of 
colors to add inbetyouen each of the original defined colors.


Your equation to calculate the numbers Matlab will accept:


n + [ X (n-1) ]


Note: The color(s) Matlab adds will be proportional to the two original colors that 
sandwich the color(s).


For example:


You have: Red to Green to Blue


If you add one set of new colors; one color will be inbetyouen red and green and another 
color will be inbetyouen green and blue.


Think of the two original colors as ends of a spectrum. The new color will be in the 
middle of that spectrum  


Red---50%--NewColor—50%---Green---50%---NewColor---50%----Blue


If you add two new sets of colors:

Red---33%--NewColor1—33%---NewColor2—33%---Green---33%--NewColor1—33%---NewColor2—33%---Blue

5. 
Let’s save your new color map:


save ('colormap_perfect','colormap_perfect','-ascii');


NOTE: Let’s say you want to be individualistic and not use the set color scale the hsv 
function operates on. You can manually create your own color map matrix. The RGB 
color scale consists of values ranging 0 to 255.  0 being 0% of the color and 255 being  
100% of the color.


So 


Red: 
255    0       0


Green:
0       255    0


Blue:    0        0       255


To create your own matrix calculate the percentage of the color you want per line:


Red: 
1      0       0


Green:
0      1       0


Blue:    0       0       1


Remember that these percentages don’t necessarily have to add up to 1. You can have 
100% of red mixed with 100% of green.


Red/Green (Yellow):  1  1  0


Save the matrix you created in the same format:


save ('colormap_perfect','colormap_perfect','-ascii');

6. 
You now have to go into the xterm window and run the MakeColorMap script. This will 
take your saved matrix and convert it into .pal format for afni. You can use :


MakeColorMap -f colormap_perfect_nopurp -nc 16 -ah kevhexperf > 
kevhexperf.pal


Again, -nc 16 refers to the number of colors you want.

7. 
Once in afni:


Goto Define Overlay


Right click inten (not the color scale, but the word ‘inten’ itself)


Read in palette


Remember to set the number of columns equal to the number of colors you have in your 
color map, otherwise you’ll get an error message when afni is trying to read your color  
map.


Notes: cannot make a colormap of more than 200 colors in Afni’s hex format; won’t read 
a color map that is more than 20 colors to begin with

8.
OK, so now you’ve loaded your shiny new super cool color map. But wait! The color 
schema does not quite line up the way you want. You have two options: 


1) Everytime you load the color map, you can readjust the color columns manually.


2) You can open the .pal file in text editor and readjust the color column order so it will 
 
always load the same.


The file is pretty small. The first section is the color definitions. Anyone familiar these 
color definitions can make changes to the colors if so desired.


Otherwise you’re concerned with the second two sections:


***PALETTES ma_16 [16+]


//1 to -1 range


and


***PALETTES ma_16 [16+]


//1 to 0 range


The 1 to  0 range is for viewing in Pos mode.


You should see something like this: 


1.000000 -> colormap_00


0.875000 -> colormap_01


One of these lines for each color you have. In afni, rearrange the color scale to the desired 
representation. Take note of the color IDs and make the necessary changes.

20. Tutorial 19- Aligning anatomical taken from phased array coil to another anatomical
Added 04/09/07 by Mike Arcaro

So if you have an anatomical from a scan session using the phased array coil, your image will probably look like this:

[image: image13.png]



If you try aligning this to your surface volume, the program will certainly either fail, or misalign the two anatomical data sets. A near-definite way to solve this problem is by running 3dUniformize your phased array anatomical, then skull strip BOTH anatomical images, and finally align the two.

1. Run 3dUniformize (under lrecent version of AFNI or on OPUS). This will TRY to even out the contrast/luminance of your anatomical. 

   3dUniformize  \

   -anat ma_expvol+orig \   
your anatomical volume that you want to uniformize

   -clip_low # \     
Go for a low number such as 10 (makes dark areas brighter)

   -clip_high # \    
Go for a number around 200 (usually NOT needed; sets peak brightness)

   -niter # \           
Number of iterations. 10 is enough. 8 is default

    -prefix ma_expvol_uniform
Name of your output     

Most likely, by making anterior areas more confluent with the posterior portion of the brain, it will make the noise outside the brain much brighter:

[image: image14.png]



To remove the noise, we will skull strip.

2. Run 3dSkullStrip

(For experimental anatomical)


3dSkullStrip \

-input ma_expvol_uniform+orig \      your anatomical volume

-prefix ma_uniform_noskull  
       your output

(For hi-res surface anatomical)


3dSkullStrip \

-input ma_SurfVol+orig \      your anatomical volume

-prefix ma_NoSkull_SurfVol  
       your output

Remember to run 3dSkullStrip for BOTH the anatomical from the phased array coil scan and the anatomical you’re trying to align to.

3. Run @SUMA_AlignToExperiment

@SUMA_AlignToExperiment \

–exp_anat ma_uniform noskull+orig

PhasedArray Coil Anatomical

-surf_anat ma_Noskull_SurfVol+orig

Anatomical you are aligning to

Check your alignment in afni!

If you the two anatomicals are mis-aligned, you should check the outputs from 3dSkullStrip. Most likely the issue There is a good chance that part of your brain got cut off. In this case, lower the clip_low to increase brightness/contrast. One other possibility for misalignment is if part of the skull remained on your anatomical. Try adding the clip_high, or increasing the number of iterations. There should be no issues with 3dSkullStrip and your surface coil anatomical. In the odd chance that this is the case, 3dSkullStrip –help offers many options to play with.
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This represents a mid-sag slice where you see both the ac and pc points on the same slice.
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