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Figure 3.1: Flow Chat of Face Recognition System
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Abstract

This project aims at finding the best algorithms for robust face recognition applications. A face recognition system recognizes an individual by matching the input image against the images of all users in a database and finding the best match. There are two underlying motivation to conduct this project which the first is to study and analyze the feature extraction method and second is to use Artificial Neural Network as a method for recognition of faces. This paper presented a technique for recognizing human faces in digital color images. The system will utilize the image processing to detect feature in the image and then extracts information from these feature which might indicate the location of a face in the image. The feature extraction is performed by using SVD (Singular Value Decomposition). This project focus on identify and verify a person by matching the test image with the images stored in the database that is available. The Back-Propagation Neural Network is applied in this project because it is much suitable compared with other type of Neural Network for feature classification. The project is demonstrated by using GUI (Guide User Interface) since it is considered as a good demonstration of the project work completed.
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1. Introduction

Face recognition is an important research problem spanning numerous fields and disciplines. Face recognition from images is a sub-area of the general object recognition problem. It is of particular interest in a wide variety of applications. Applications in law enforcement for mug shot identification, verification for personal identification such as driver’s licenses and credit cards, gateways to limited access areas, surveillance of crowd behavior are all potential applications of a successful face recognition system. Several approaches to face recognition have been proposed for the two-dimensional facial recognition. Each has its own advantages and limitations. Much of the work has focus on detecting individual features such as mouth, eyes, nose and head outline, and defining a face model by the position, size, and relationships among the features [1][2]. The face 
recognition strategies have modeled and classified faces based on normalized distances and ratios among features point. Facial recognition technology has improved significantly during the past years, making it an effective tool for verifying access to buildings and computers. But it’s less useful for identifying unknown individuals in a crowded stadium or airport.
2. Face Recognition
Face recognition is a process of recognizing the face of a person in a system. The system may consist the circuit board, software for programming, digital camera or video camera, robot and many more. A system under test is considered fail when it could not recognize faces and works differently from the expected behavior. Face recognition is difficult because it needs the requirement of certain information of an image (face), where it is unique from one to another before it could detect that particular individual. Face recognition using Neural Network is popularly applied in various applications especially in security and biometrics applications [3]. It has become a critical and popular due to the improvement of security, quality of relevance and lower cost.

Facial recognition system is a computer application for automatically identifying or verifying a person from a digital camera or video frame from a video source.  It is done by comparing the selected facial feature from the image with the facial feature in database. Face recognition system is typically used in security system and can be compared with the other recognition system such as fingerprint or iris recognition system. There are many algorithms for face recognition system such as the Hidden Markov Model, eigen face, SVD (Singular Value Decomposition), PCA (Principal Component Labeling) and many more. A newly emerging trend in facial recognition claims to provide more accuracy is three-dimensional facial recognition which uses distinctive features of face by capturing a real time 3D image of a person’s facial surface. Another emerging trend uses the visual details of skin, as captured in standard digital or scanned images. Test on FERET (Face Recognition Technology) database, the widely used industry benchmark, showed that this approach is substantially more reliable than previous algorithms [4]. 

3. Methodology

This project only used just simple device for capturing and processing. The hardware used is digital camera and the software used is MATLAB R2009b
The reason to use this particular type of camera is due to the resolution and the amount of pixels used is enough for capturing images in the project. The digital camera is easier for processing and transferring the images rather than the analog camera.

For software, MATLAB R2009b is used for images processing and for all processing and neural network. It is much better for standardization of the system. The toolbox image processing and neural network toolbox are being use for all process.
3.1 Image Acquisition

For this project, 180 photos of face images are captured by using the digital camera. There are 18 persons used as the subject to get the image of faces. The quantity of images taken is 10 images per person. All the pictures are in JPEG (Joint Photographic Experts Group) format. For the acquiring image, there have many aspects which should be considered such as fixed location, fixed lighting, uniform background and single face. The distance between the subjects and the camera also should be considered. The distance between all the subjects and camera must be fixed for all the subjects. A ruler is used to measure the distance between the subject and the camera. The distance is standardized for all subjects.  Besides, the lighting also must be considered. All images of subjects are taken under same lighting due to get the good illumination. It is because a difference in the brightness levels of the same person’s images may produce erroneous results. The camera resolution also must be same for all the images taken. All the images taken from front view which means the frontal face only. These issues have to address while developing face recognition algorithm.
3.2 Algorithm

3.2.1 Face Recognition System
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Figure 3.1 shows the flow chart of face recognition system. The face recognition system started with the face database or input unknown face. Face database is the image passed to the system for classification. Images vary in format, size and resolution. Next step is feature extraction method. In this step, image is pre-processed to remove unwanted noise from light and the environment. The image also then is compressed and normalized. The feature extraction method is to extract the face from the image. After that, the data from the featured extraction will be trained and tested by using Neural Network classifier. The Neural Network system will decide whether the image belongs to the face or non-face class based on the information learned during the training. Lastly, if the input image of the face matches with the input image in the database, the system will give the output. The output indicates whether the original input image is thought to contain a face or not some system indicates its location.
3.3.2 Feature Extraction Algorithm
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FIGURE 3.2: Flow Chart of Feature Extraction





Figure 3.2 shows the process flow of feature extraction method. The process starts with the pre-processing such as convert the color image to the grayscale image and then resizes the image due to the high resolution. It is to standardize all the image of faces. Then, the image will go through the feature extraction process where in this project, the SVD (Singular Value Decomposition) method is used.  The details of the feature extraction method will be discussed in Section 3.4.
3.3 Feature Extraction

Feature extraction involves simplifying the amount of resources required to describe a large set of data accurately. When performing analysis of complex data one of the major problems stems from the number of variable involved. Analysis with a large number of variables generally requires a large amount of memory and computation power or a classification algorithm which over fits the training sample and generalizes poorly to new samples. Feature extraction is a general term for methods of constructing combinations of the variables to get around these problems while still describing the data with sufficient accuracy. 
In this section, the featured extraction used is discussed. It is more focusing on the content of feature extraction and formation of feature set for Neural Network classification. In feature extraction, the important matter that must be focus is that the value of the result must be different for each individual. It is due to based on these values, so then it could create the recognizing process of the system. If the values obtained are same, then it would be difficult to do the recognizing process and error might be occurred.
3.3.1 Calculation Theory
The SVD mathematical calculation in MATLAB R2009b computes the matrix singular value decomposition, s = svd(X) returns a vector of singular values. [U,S,V]= svd(X) produces a diagonal matrix S of the same dimension as X, with nonnegative diagonal elements in decreasing order, and unitary matrices U and V so that X=U*S*V.
3.3.2 SVD Based Feature Extraction

By using SVD, the value in total is 48 for every image due to resize the pixel/matrix of the images from 4000x3000 into 64x48. These values only indicate for one individual of one image only. There are 10 images for each subject, thus in total for 18 persons is equal to 180 images (10 images per subject). So, each subject will have 480 SVD values. From SVD value, the research is observed and discovered that the value gives slightly same from one person to another person. Below is the command to find the SVD value for each image.
A=im2double(C);
A2=svd(A);
RES1(k,:) = A2;
The first line is to converts the intensity image C to double precision, rescaling the data if necessary. If the input image is of class double, the output image is identical. The second line is to calculate the SVD value.
3.5 Back Propagation Neural Network
In this project, the back propagation method is used because this method is well known and the best different from another learning algorithm methods. A Back Propagation network learns by example, that is, we must provide a learning set that consists of some input examples and the known-correct output for each case. The Back Propagation learning process works in small iterative steps which one of the example cases is applied to the network, and the network produces some output based on the current state of its synaptic weights (output will be random). This output is compared to the known-good output, and a mean-squared error signal is calculated.
The error value is then propagated backwards through the network, and small changes are made to the weights in each layer. The weight changes are calculated to reduce the error signal for the case in question. The whole process is repeated for each of the example cases, then back to the first case again, and so on. The cycle is repeated until the overall error value drops below some pre-determined threshold. At this point we say that the network has learned the problem "well enough". Structure of a neuron in a back propagation network is shown in Figure 3.3.
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Figure 3.3: Back Propagation Neural Network architecture

3.4 Back Propagation Network Preparation

3.4.1 Training Set

It is a collection of input and output set that are used in the network training. The input and the output set are the data obtained from the experiment stage and pre-processes. The input set that is used here is the SVD data. The SVD data contains the information of the images that is used to training.
3.4.2 Testing Set
It is a collection of input and output set that that is used to assess or test the network performance. Usually, the training set is randomly select from the testing set. The testing set is a complete set of data.
3.4.3 Learning rate

Learning rate is a guideline, a scalar parameter to determine the analogous changes occurs in the weights each circle when the network undergone training.

3.4.4 Momentum Factor
The momentum factor is added to enhance the speed of network training. By adding the momentum factor, the weight changes according to the direction of the current gradient descending.
3.4.5 Number of Input Neuron and Hidden Neuron
The number of input neuron and hidden neuron required is a critical factor for a good training. As there is no specific method on how to determine the number of input neuron and hidden neuron in a network training, therefore the rule of try and error as guidelines in determining the number of hidden neuron in this project is applied.
4 Result and Discussion
4.1 Introduction
In this section will show the result from feature extraction method and also the results obtained from neural network training and classification. All problems due to some error occurs will be discussed in this topic. The selection for the best method that is going apply in this system depends on the result of feature.

4.2 Feature Extraction

4.2.1 SVD Result Per Person
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Figure 4.1: Average SVD versus No. of Images (Afie)

[image: image5.jpg]Avg SVD

11

Avg SVD vs Total Images (Aida)

108

108

107

106

105

104

4 s 5 7

No.of Images

10




Figure 4.2: Average SVD versus No. of Images (Aida)
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Figure 4.3: Average SVD per individual versus No. of Individuals. 

All the graphs are to show the values ranges of Average SVD over total images and also the average SVD per individual over number of individuals. The reason only the average value is taken due to the total value is too large which is 48.  From Figure 4.1 until Figure 4.2, it shows that the different of the average SVD values for each individuals. Each individual indicates different SVD values. Each SVD values for each person is differ to other person. Every person has unique SVD values. From the graphs, each individual have 10 images of faces. Each image indicates different SVD values which make it differ from the other images. 

From Figure 4.3, it shows the values ranges of Average SVD per individual over total number of subjects. The subject used in this project is 18 persons. Each person indicates different SVD values which make it differ from the other persons. Figure 4.3 shows the average of all images which is 180 images over total number of subject which is 18 persons. From the graph, we can see that each SVD values for each person is differ from others persons. Thus, we can know the difference between an individual with the other individuals.
This SVD values is the input in neural network to recognize faces. This SVD value is trained and then tested in neural network. It supposes that each person should have their own values to make the difference from the other person. By using the SVD values as input for training and testing in the neural network, the system should produce the right output based on the different SVD values which determine the different persons for each value. The detail explanations of the neural network training will be discussed in the next section.
4.3 Back propagation Neural Network Training

The training is performed by using the set of data consists of images captured from 18 persons. The set of data consist 180 images of faces. 144 images of faces are decided to be used for training and 36 images of faces are decided to be used for testing. Every time the system trains the data, it will take the different data. It takes the data randomly.

At the end of training and testing, the observations and analysis are made on the performance of the neural network. Table 4.1 below shows the representation of output of the neuron. The output of the neuron must be in the binary numbers.
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AFIE 00000
AIDA 00001
ASMA 00010
ASNIM 00011
AZMA 00100
EIRA 00101
HUSNA 00110
ILYA 00111
TE 01000
LAILY 01001
MIMI 01010
MIRA 01011
NAD 01100
NANL 01101
NASUHA 01110
QASTURL 01111
WANT 10000
YEW 10001





Table 4.1: Representation of output neuron parameters.

The proposed network has forty eight neurons, ten hidden neurons and one output neurons. From the input neurons, 48 input neurons are used to represent the feature which has been extracted from the SVD method. The faces consider in this study are Afie, Aida, Asma, Asnim, Azma, Eira, Husna, Ilya, Jie, Laily, Mimi, Mira, Nad, Nani, Nasuha, Qasturi, Wani and Yew whose overall are 18 persons. In this network training, the input data is 180 images of faces. 144 images database are used for training and the other 36 images database are use for testing the system.

	Number of Input Neuron : 48,                                     Number of Hidden Neuron : 10

	Number of Output Neuron : 1                                         Bias :1,1

	Activation Function : 1/(1+e-x )

	Learning Rate : 0.1

	No. of sample used for training : 144

	No. of sample used for testing   : 36

	Trial

No
	Epoch
	Time (sec)
	Classification (percentage, %)

	1
	30000
	917.4
	78.11

	2
	30000
	638.4
	83.33

	3
	30000
	489.0
	86.11

	4
	30000
	486.10
	90.0

	5
	30000
	452.4
	92.22

	6
	30000
	366.6
	94.44

	7
	30000
	321.6
	96.68

	8
	30000
	300.6
	97.77

	9
	30000
	268.8
	98.88

	10
	30000
	211.2
	98.98


Table 4.2: Face recognition classification using Back-propagation method

Table above is created to find the percentage of classification for all persons. This percentage is the average percentage of classification for 18 persons. It means that the accuracy of the data is nearly accurate for all the images of faces. Then after that, the system will be train to recognize only one person at one time by putting the input. This will show in the next section. The learning rate is chosen as 0.1. The network is train by back propagation procedure. The cumulative error versus epoch is shown in Figure 4.7. The training result for  the network namely epoch, number of input neuron, time, classification, hidden neuron, number of output neuron are shown in Table 4.2. From Table 4.2, we could observe the classification progress.
4.4 GUI Implementation Program
The face recognition GUI program demonstration displays the result of the program in the MATLAB workspace. By using this GUI program also, we can recognize person by putting the input image of the person.
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Figure 4.4 Output Generated in MATLAB

When the button “load image” is pressed, the program will ask to put the input which is the image name that we want to test. Then, we enter the test image name.

After the test images is displayed, then the processing button will be pressed.
After the button named “processing” is pressed, the program will process the input image that want to test. The face recognition program needs to match the subject in the input image with any of the closest pictures of that subject found in the training database.   

The output generated after the “display image” button is pressed. The output generated is display by name. The output generated is based on the input that has been entered. The input image that is tested based on the input database that has been train before. The database that is trained before is nearly accurate. As seen in Figure 4.4 both input and match training database face images are the same person, hence the face recognition program accurately matched the subject.
4.5 Discussion and Conclusion (Neural Network)

The training process only can be done by using the result of SVD as we chosen it to be the feature extraction. Training of the network has been conducted and the result obtained also met the goal. The correct output is due to the result from feature extraction. The result of featured extraction must be normalized and randomized. This two step process (normalize and randomize) is important to develop a good result to be trained by Neural Network system in order to get high percentage of classification. Every single step of processing the image of faces must be done correctly without any mistake. If not, the system could not give the correct output in matching the input image with the input image in the databases. In conclusion, the development of function training and testing the neural network system is managed to do.  
5. Conclusion
The feature of faces is managed to be extracted using SVD (Singular Value Decomposition). The system can recognize faces of individuals based on the database given. In conclusion, face recognition system using neural network is a promising approach in many applications such as biometrics, securities, surveillance system and others as it can contribute accurate result, save time, no need man power and less expensive. The objective of this project is achieved due to the face recognition system can work effectively and gives the expected results.
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