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Abstract

CARLOS2 is a second version of a chip that is part of the data acquisition chain for the ALICE ITS experiment. The first version of the chip has been implemented on Alcatel 0.35(m CMOS digital technology and included 8 8-bit channels. Conversely this second version deals just with two 8-bit channels to increase fault-tolerance during future tests and actual data acquisition. Moreover this version has been implemented using the CERN developed digital library of enclosed gate transistors. This is a rad-hard library developed within RD49 project. The prototype works well and it is going to be applied for ALICE ITS 2002 test beams.

Summary

The paper explains the design and the realization of a small size digital Rad-Hard chip submitted at CERN multi-project run Multi-Project-Wafer-6 in November 2001. The design is a part of the Large Hadron Collider (LHC) A Large Ion Collider Experiment (ALICE) experiment at CERN and, particularly, is a device oriented to a electronic front-end board for the Inner Tracking System (ITS) data acquisition. The chip has been designed in VHDL language and implemented in 0.25(m CMOS 3-metal Rad-Hard CERN v1.0.2 digital library. It is composed of 10k gates, 84 I/O pads out of the 100 total pads, it is clocked at 40MHz, it is pad-limited and the whole die area is 4x4 mm2.
The system requirements for the Silicon Drift Detector (SDD) readout system derive from both the features of the detector and the ALICE experiment in general. The amount of data generated by the SDD is very large: each half detector has 256 anodes and for each anode 256 time samples have to be taken in order to cover the full drift length. The data outgoing from two half detectors are read by one 2-channel CARLOS2 chip. The electronics is inserted on a board in a  radiation environment. The whole acquisition system electronics performs analog data acquisition, A/D conversion, buffering, data compression and interfacing to the ALICE data acquisition system. The data compression and interfacing task is carried out by CARLOS2 chip. Each chip reads two 8-bit input data, is synchronized with an external trigger device and writes a 16-bit output word at 40MHz. Indeed, CARLOS2  mainly contains a simple encoding for each channel and the data are packed into a 15-bit barrel-shifter. Then a further bit is added to indicate if the data are dummy or actual: this leads to a 16-bit output data. After this electronics the data are serialised and transmitted by means of an optical link at 800Mbit/s. CARLOS2 will then be used to acquire data in the test beams and will allow us to build and test the foreseen readout architecture.  
The chip has been sent to the foundry in November 2001 and have been tested starting from February 2002. A specific PCB has been designed for the test task; it contains the connectors for probing the ASIC with a pattern generator and a logic state analyser. The chip is inserted on the PCB using a ZIF socket. This allows us to test the 20 packaged samples out of the total amount of bare chips we have from the foundry. The test phase has shown that 12 out of 20 chips under test work well. Nevertheless it is planned to redesign a new version of the chip by adding extra features. This will not substantially increase the chip area since it is pad-limited and should be close to the final version of the chip for the ALICE ITS experiment.
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Abstract

The design and functionality of the Clock and Control Board (CCB) for the Cathode Strip Chamber (CSC) peripheral electronics and Track Finder crate at the CMS experiment  are described. The CCB performs interface functions between the Timing, Trigger and Control (TTC) system of the experiment and the CSC electronics.

Summary

The CSC electronic system  consists of on-chamber mounted front end anode and cathode boards,  electronics on the periphery of the detector, and a Track Finder in the counting room.  The Trigger/DAQ electronic system  resides in 60 VME crates located on the periphery of the return yoke of the CMS detector and includes: the combined Cathode LCT/Trigger Motherboards, the Data Acquisition Motherboards, the Muon Port Card and the CCB.   The Track Finder consists of a number of Sector Processors, Muon Sorter  and CCB, all residing in a single crate in the underground counting room.

All elements of the CSC electronics should be synchronized with  the LHC. The TTC system is based on an optical fan-out system and provides  the distribution of the LHC  timing reference signal, the first level trigger decisions and its associated bunch and event numbers from one source to about 1000 destinations. The TTC system also allows to adjust the timing of  these signals.  At  the lowest levels of the TTC system,  the TTCrx ASIC  receives control and synchronization information from the central TTC system through the optical cable and  outputs  TTL-compatible signals in parallel form.

The CCB is built as a 9U*400 mm VME board that comprises a mezzanine card with a TTCrx ASIC produced at CERN and a second mezzanine card with a PLD to reformat TTC signals for use in the crate. All communications with other electronics modules are implemented over a custom backplane. The CCB can also simulate all the TTC signals under VME control.  In addition, various timing and control signals (such as 40.08 Mhz clock, L1 Accept etc) can be transmitted through the front panel. This option provides great flexibility for various testing modes at the final assembly and testing sites where hundreds of the CSC chambers will be tested before installation at the experimental hall.

3 - Design and performance testing of the Read Out Boards for CMS-DT chambers

(POSTER)

C. Fernández,  J. Alberdi,  J. Marin,  J.C. Oller,  C. Willmott

Cristina Fernández Bedoya

cristina.fernandez@ciemat.es
Abstract

Readout boards (ROB) are one of the key elements of readout system for CMS barrel muon drift chambers. To insure proper and reliable operation under all detector environmental conditions an exhaustive set of tests have been developed and performed on the 30 pre-series ROB's before production starts.

These tests include operation under CMS radiation conditions to detect and estimate SEU rates, validation with real chamber signals and trigger rates, studies of time resolution and linearity, crosstalk analysis, track pattern generation for calibration and on-line tests, and temperature cycling to uncover marginal conditions. We present the status of the readout boards (ROB) and tests results.

Summary

Within the readout system, ROB's receive and digitize up to 128 differential signals from the Front-End electronics. They are built around a TDC (HPTDC) developed by CERN/EP Microelectronics group with a time bin resolution of 0.78 ns. Inside HPTDC a trigger matching is performed at arrival of every L1A, with the ability to handle overlapping trigger, i.e., triggers separated by less than a drift time. Timing and positional basic information is then routed through a multiplexer (ROS-Master) to DDU and Readout Unit at CMS TriDAS, for muon track reconstruction.

Each ROB has 4 HPTDC's in a ring, where one of them is programmed as master to control the token read-out data_ready/get_data handshake protocol, and is controlled through a readout chamber bus for set-up, monitoring, and trigger and timing control. Translated level input signal are also lead to DT trigger logic, and output data are driven into an LVDS link serializer.

With the aim of checking ROB design and to define and develop production acceptance tests a set of test jigs have been built. Appropriate hardware and software was built to perform exhaustive ROB testing for monitoring, controlling and data acquisition. 

With this set-up, irradiation tests have been made with 60 MeV protons at UCL. Results show that the single event upset rate would be below 1 per day in the whole detector.

Moreover, two test beams have validated HPTDC operation and ROB design under real chamber conditions. The readout system was placed with a chamber at CERN Gamma Irradiation Facility (GIF) and operated under two different beam conditions, one of them with a 25ns bunched structure. We could prove that the system can stand high hit rates, as well as noisy channels, and overlapping triggers.

Other parameters have also been measured, like resolution, linearity, and crosstalk. The later by studying the influence in the time measurement of one single channel by neighbour channel signals, with very good results, as this influence is in all cases below half the time bin resolution.

Besides that, ROB has been exposed to 0ºC to 70ºC temperature cycles showing small time measurement variations, and also proper ROB operation under diverse environmental conditions. The time shift estimated from these tests is about 15ps/ºC, which is absolutely acceptable. 

In conclusion, the whole ROB functionality has been tested with very satisfactory results. The ROB design has been validated, being ready for final production.

4 - The ATLAS Level-1 Muon to Central Trigger Processor Interface (MUCTPI)

N. Ellis, P. Farthouat, K. Nagano, G. Schuler, C. Schwick, R. Spiwoks, T. Wengler

Abstract

The Level-1 Muon to Central Trigger Processor Interface (MUCTPI) receives trigger information synchronously with the 40 MHz LHC clock from all trigger sectors of the muon trigger. The MUCTPI combines the information and calculates total multiplicity values  for each of six programmable pT thresholds. It avoids double counting of single muons by taking into account the fact that some muons cross more than one sector. 

The MUCTPI sends the multiplicity values to the Central Trigger Processor which takes the final Level-1 decision. For every Level-1 Accept the MUCTPI also sends region-of-interest information to the Level-2 trigger and event data to the data acquisition system. Results will be presented on the functionality and performance of a demonstrator of the MUCTPI in full-system stand-alone tests and in several integration tests with other elements of the trigger and data acquisition system. Lessons learned from the demonstrator will be discussed along with plans for the final system. 
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Abstract

This paper describes the ATLAS Tile Calorimeter Digitizer-to- Slink interface card design, performance and radiation hardness tests and production processes.

A total of about 10,000 channels of a readout system are required for Tile Calorimeter, which are housed in 256 electronics drawers. Each electronics drawer in Tile Calorimeter has one interface card. It receives optical TTC information and distributes command and clock signals to 8 digitizer boards via LVDS bus lines. In addition, it collects data from 8 digitizer boards in a format of 32-bit word at a rate of 40Mbps. The data of each drawer is aligned, repacked with headers and CRC control fields. It is then subsequently serialized with G-link protocol to be sent out to ROD module via a dual optical G-link at a rate of 640Mbps.  The interface card can order the sequence of output channels according to drawer geometry or tower geometry. A master clock can be selected for timing adjustment, either from an on-board clock or from one of the eight DMU clocks to eliminate effects of propagation time delays along the data bus from each digitizer boards.

Since each interface card transports data from an entire electronics drawer, any failure could cause all data loss of an entire drawer. To overcome this hazard, we have incorporated a 2-fold redundant circuit design including optical components. An on-board failure detection circuits automatically selects one of the two TTC receivers. Other redundant functional circuits work in parallel. The destination ROD module makes a decision to take the data from one of two channels based on data qualities and failure conditions.
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Abstract

The article describes a high voltage power supply module which can work efficiently under a magnetic field of 1.5 tesla. The module incorporates a piezoelectric ceramic transformer. The module includes feedback to stabilize the output voltage, supplying from 2000V to 4000V to a load of more than 10 megohm at an efficiency of higher than 60 percent. The module provides interface so that a micro-controller chip can control the module. The chip can set the output high voltage, detects the short circuit of the output high voltage and control its recovery. The chip can also monitor the output current. Most functions of the module are brought under the control of the chip. The module will be soon commercially available from a Japanese manufacturer.

Summary 

High Voltage Power Supply Module Operating in Magnetic Field (M. Imori, H. Matsumoto, H. Fuke, Y. Shikaze and T. Taniguchi) High Voltage Power Supply Module The article describes a high voltage power supply module. The module includes feedback to stabilize the output voltage, supplying from 2000V to 4000V to a load of more than 10 megohm at efficiency of higher than 60 percent. The module incorporates a ceramic transformer. So the module can be operated efficiently under a magnetic field of 1.5 tesla. The module could be utilized in LHC experiments. The module will be soon commercially available from a Japanese manufacturer

Feedback
The output voltage is fed to the error amplifier to be compared with a reference voltage. The output of the error amplifier is supplied to a voltage-controlled oscillator (VCO), which generates the driving frequency of the carrier supplied to the ceramic transformer. Voltage amplification of the transformer depends on the driving frequency. The dependence is utilized to stabilize the output voltage. The amplification is adjusted by controlling the driving frequency.

Breakdown of Feedback

While the load of the power supply falls within an allowable range, the driving frequency is maintained higher than the resonance frequency of the transformer such that the feedback is negative as designed. The allowable range of load cannot cover, for example, short-circuiting the output voltage to ground. When the load deviates beyond the allowable range, the driving frequency may decrease below the resonance frequency; a condition that will not provide the required negative feedback, i.e., positive feedback locks the circuit such that it is independent of load. 

Interface to Micro-controller Chip

The module provides interface so that a micro-controller chip can control the module. Most functions of the module are brought under the control of the chip. 


Output High Voltage 

A reference voltage is generated by a digital-to-analog converter kept under the control of the chip. So the output voltage can be set by the chip.

Recovery from Feedback Breakdown

A VCO voltage, being the output of the error amplifier, controls the driving frequency. The feedback breakdown is produced by deviation of the VCO voltage from its normal range. The deviation, detected by voltage comparators, interrupts the chip. Then, the chip outputs a report of feedback breakdown and controls the module so as to recover from the breakdown.

Current Monitor

If both the output high voltage and the supply voltage are known before hand, the driving frequency at which the transformer is driven depends on the magnitude of the load. The output current can be estimated from the driving frequency. The chip gets the driving frequency by counting pulses, which allows coarse estimation of the output current.
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Abstract

The CMS regional calorimeter trigger system detects signatures of electrons/photons, taus, jets, and missing and total transverse energy in a deadtimeless pipelined architecture. It uses a Receiver Card, with four gigabit copper cable receiver/deserializers on mezzanine cards, that deskews, linearizes, sums and transmits data on a 160 MHz backplane to an electron isolation card which identifies electrons and a jet/summary card that sums energies. Most of the processing is done on five high-speed custom ASICs. Results from testing the prototypes of this system, including serial link bit error rates, data synchronization and throughput measurements, and ASIC evaluation will be presented.

Abstract

The CMS Regional Calorimeter Trigger (RCT) electronics comprises 18 crates for the barrel, endcap, and forward calorimeters and one cluster crate to handle the jet algorithms. Each crate contains seven rear mounted Receiver Cards (RC), seven front mounted Electron Isolation cards (EIC), and one front mounted Jet Summary (J/S) card plugged into a custom point-to-point 160 MHz differential ECL backplane. Each crate outputs the sum Et, missing energy vector, four highest-ranked isolated and non-isolated electrons, and four highest energy jets and four tau-tagged jets along with their locations. 

Twenty-four bits comprising two 8-bit compressed data words of calorimeter energy, an energy characterization bit, and 5 bits of error detection code are sent from the ECAL, HCAL, and HF calorimeter electronics to nearby RCT racks on 1.2 Gbaud copper links. This is done using one of the four 24-bit channels of the Vitesse 7216-1 serial transceiver for 8 channels of calorimeter data per chip.  The V7216-1 chips mounted on eight mezzanine cards on each RC deserialize the data, which is then deskewed, linearized, and summed before transmission on a 160 MHz custom backplane to 7 EIC and one J/S.  The J/S sends the regional Et sums to the cluster crate and the electron candidates to the global calorimeter trigger (GCT). The cluster crate implements the jet algorithms and forwards 12 jets to the GCT.

The RC also shares data on cables between RCT crates. The RC Phase ASICs align and synchronize the four channels of parallel data from the Vitesse 7216-1, as well as checking for data transmission errors. Lookup tables are used to translate the incoming Et values onto several scales and set bits for Minimum Ionizing and Quiet signals.   The Adder ASICs sum up eight 11-bit energies (including the sign) in 25 ns, while providing bits for overflows.  The Boundary Scan ASIC handles board level boundary scan functions and drivers for the backplane. Four 7-bit electromagnetic energies, a veto bit, and nearest-neighbor energies are handled every 6.25 ns by the Isolation ASICs, which are located on the electron isolation card.  Four electron candidates are transmitted via the backplane to the jet/summary (J/S) card.  Sort ASICs are located on the jet/summary cards for sorting the e/g and processing the Et sums.

All 5 of the ASICs were produced in Vitesse FXTM and GLXTM gate arrays utilizing their sub-micron high integration Gallium Arsenide MESFET technology.  Except for the 120 MHz TTL input of the Phase ASIC, all ASIC I/O is 160 MHz ECL.  

A custom prototype 9U VME crate, clock and control card, RC, and EIC have been produced along with the above 5 ASICs.  Mezzanine cards with the Vitesse 7216-1 serial link for the RC and dedicated detailed test cards for these Mezzanine Cards have also been constructed.  Results from testing, including the bit error rate of the Vitesse 7216-1 4-Gbaud Cu Links, data synchronization and throughput measurements, and ASIC evaluation will be presented.

8 - A flexible stand-alone testbench for characterizing the front-end electronics for the CMS Preshower detector under LHC-like timing conditions
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Abstract

A flexible test system for simulating LHC-like timing conditions for evaluating the CMS Preshower front-end electronics (PACE-II, designed in DMILL 0.8micron BiCMOS) has been built using off-the-shelf components. The system incorporates a microcontroller and an FPGA, and is controlled via a standard RS232 link by a PC running LabView. The system has been used to measure the digital functionality and analogue performance, including timing, noise and dynamic range, on about 100 PACE-II samples. The system has also been used in a beam test of Preshower silicon sensors, and may be viewed as a prototype for the final evaluation system of ~5000 PACE.

Summary

Samples of the radiation-tolerant front-end electronics for the CMS Preshower detector (PACE-II, designed in DMILL 0.8micron BiCMOS) have been extensively tested using a programmable system utilizing off-the-shelf components. The PACE-II comprises two separate chips: the Delta (32-channel pre-amp + switched-gain shaper, with programmable electronic injection pulse for calibration purposes) and the PACE-AM

(32-channel, 160-cell analogue memory with 20MHz multiplexed output of three time-samples per channel per trigger). These two chips are mounted on a PCB hybrid and bonded together. The hybrids plug-in to a motherboard containing an ADC, an FPGA and a microcontroller. The FPGA (Altera FLEX 10k) provides fast timing (40MHz clock) and control signals for the PACE-II, including programmable bursts oftriggers, and allows us to simulate the conditions that we will experience in the LHC. The microcontroller (Mitsubishi M16C) is used to control the FPGA, provide slow control signals to the PACE-II (via an on-board I2C interface) and acquires digital data from the ADC and stores them in a FIFO before sending them, upon request, via a standard RS232 serial link to a PC running LabView. The motherboard also contains programmable delay-lines for accurate positioning of the ADC clock and the trigger sent to the PACE-II. As all components of the test-setup are completely programmable, the variety of tests that we are able to perform has evolved from sending simple digital functionality sequences (using an oscilloscope to monitor the output) to a fully-fledged data-acquisition system that has been used during beam tests of real Preshower silicon sensors bonded to the Delta chips. The tests that we can now perform, in order to evaluate the functionality and performance of a PACE-II, include the following:


.Programming and verification of registers, via I2C, on the Delta and PACE-AM chips


.Scan mode (feature for screening of fabrication defects in the logic parts of PACE)


.Injection test for each of the 32 channels, using the electronic calibration pulse in the Delta chip


.Dynamic range etc.: the amplitude of the calibration signal is

programmable (DAC on the Delta), allowing the gain, dynamic range and linearity of specified channels to be measured


.Timing scan: delaying the trigger signal by a certain amount, in steps of 0.25ns,


 allows us to reconstruct the pulse-shape output by the Delta and thus measure the peaking-time etc.


.Pedestals/noise: we can study the pedestal uniformity of the memory and the single-cell noise for all channels (allowing signal-to-noise evaluation)

The system has allowed us to perform a detailed systematic evaluation of ~100 hybrids in order to determine our yield, verify the functionality and performance of PACE-II, both before and after irradiation, and study chip-to-chip uniformity.

The simplicity and flexibility of the setup means that it may be viewed as a prototype for a quality control/assurance system to be used to evaluate the full production of about 5000 PACE-II chips.

9 - Production Testing of ATLAS Muon ASDs

John Oliver, Matthew Nudell : Harvard University

Eric Hazen, Christoph Posch : Boston University

Abstract

A production test facility for testing up to sixty thousand octal Amp/Shaper/Discriminator chips (MDT-ASDs) for the ATLAS Muon Precision Chambers will be presented. These devices, packaged in 64 pin TQFPs, are to be mounted onto 24 channel front end cards residing directly on the chambers. High expected yield and low packaging cost indicates that wafer level testing is unnecessary. Packaged devices will be tested on a compact, FPGA based Chip Tester built specifically for this chip. The Chip Tester will perform DC measurements, digital i/o functional test, and dynamic tests on each MDT-ASD in just a few seconds per device. Functionality and architecture of this Chip Tester will be described. 

Summary

The MDT-ASD is an octal Amp/Shaper/Discriminator designed specifically for the ATLAS MDT chambers. In addition to basic ASD functionality, it has the following features.

· 3-bit programmable calibration injection capacitors with a mask bit for each channel

· Wilkinson gated charge integrator to measure charge in the leading edge of the pulse. This functions as a charge-to-time converter and appears as a pulse width encoded output signal.

· Programmable Wilkinson parameters such as integration gate width and rundown current

· On chip 8-bit threshold DAC

· Programmable output modes: Time-over-threshold and Wilkinson ADC

· LVDS digital output

· All programmable parameters are loaded by means of a simple serial protocol and stored in an on-chip 53-bit shift register. This register can be up-loaded for verification

There are three distinct classes of tests which must be performed on the packaged devices: DC, digital functionality, and dynamic/parametric. DC tests include measuring the input voltage at the preamps, the output LVDS common mode and differential levels, and outputs of an on-chip bias generator used internally for the preamps. It is our experience that DC failure is the most common type and, typically, yield after passing DC tests is very high. The second class of tests is basic digital i/o operation and is straightforward. Dynamic tests are more subtle and include measurement of discriminator offsets by use of calibration injection, measurement of Wilkinson charge-to-time relationship by means of time-stamp TDC measurements, measurement of thermal noise rates as a function of threshold, and other related tests. Dynamic tests account for the bulk of the data. 

Architecture of the Chip Tester is organized into three sections; an analog support section with “clam shell” MDT-ASD socket, a computer interface with fifo buffers, and an FPGA controller. This is all contained on a small printed circuit board of approximately 10 cm x 20 cm. 

The analog support section contains all DAC, ADCs, and multiplexers necessary to perform DC tests. The computer interface consists of a standard PCI digital i/o card and communicates directly with fifos on the Chip Tester board. These fifos are configured as separate input and output fifos referred to as the “Inbox” and “Outbox”. The computer requests various tests by writing commands to the Inbox and reading results from the Outbox. 

The heart of the tester is the FPGA based controller section. The controller monitors the Inbox for commands, implements them, and then places results in the Outbox. Discriminator threshold offsets, for example, may be requested for a particular channel, by a single high level command. The controller implements search whereby a pulse is repeatedly injected into the front end while the threshold is changed in a binary search algorithm. Since this algorithm is fully implemented in firmware, no CPU traffic is required other than writing the command and reading the result. Algorithms are therefore very efficient and a complete chip test requires only a few seconds to implement. 

The controller is implemented by a VirtexII FPGA running at 16 ns clock period. DLLs (Delay Locked Loops) running in the FPGA allow the implementation of a timestamp TDC with 2 ns bins (clk/8) to record leading and trailing edges of the MDT-ASDs output pulse. This is used in dynamic testing to measure leading and trailing edge resolution, time slew, to reconstruct analog pulse shape, and to calibrate the on-chip Wilkinson TDCs. 

A data base will be maintained to give us statistics on large numbers of devices. Bar coding of individual chips, linked to the database, is also under consideration. Several copies of the tester will be built to facilitate testing at multiple sites. 

10 - FED-kit design for CMS DAQ system

Dominique Gigi 

dominique.gigi@cern.ch
Abstract

We developed series of modules, collectively referred to as FED-kit, to help design and test the data link between the Front-End Drivers (FED) and the FED readout Link (FRL) modules which act as Event Builder network input module for the CMS experiment.

FED-kit is composed of three modules:

-The Generic III: module is a PCI board which emulates FRL and/or FED. It has 2 connectors to receive the PMC receiver. It has one FPGA which is connected to four busses (SDRAM, Flash, 64-bit 66MHz  PCI, IO connectors).

-A PMC transmitter transfers the S-Link 64 IO’s coming for FED to a LVDS link via a FPGA.

-A PMC receiver receives up to 2 LVDS links to merge data coming from FED.

The Generic III has a flexible architecture, that it can be used for multiple others applications;Random data generator, FED emulator, Readout Unit Input (RUI), WEB server, etc..

Conclusions

Many applications were developed for the Generic III module:

-FRL (FED Readout Link) that merges data from FED through a LVDS at 450 Mbytes/s.

-FED-kit: that emulates a FED. Data can be generated on board (random), read by DMA, written to the board by an external DMA engine or test mode (data generated as mentioned in the S-link specification).

-A WEB server is in debugging mode.

-Test a LVDS link over very long cables. The maximum length used up to now is 17 meters (manufacture specification is 10 meters for LVDS). The link LVDS using 2 meter cable was tested during 2 months with 6.4 Gbits/s data rate.  During this test 1015  bits were transferred without an error.. 

The software for the FED-kit is included in the I2O core of the online software X-DAQ.

We have already built 50 Generic III boards. 

For the PMC LVDS, set of transmitter and receive exist. Their production will follow the request from the FED developers.

11 - A Configurable Radiation Tolerant Dual-Ported Static RAM macro, designed in a 0.25 μm CMOS technology for applications in the LHC environment.

K. Kloukinas, G. Magazzu, A. Marchioro 

CERN, EP division, 1211 Geneva 23, Switzerland.

Abstract

A configurable dual-port SRAM macro-cell has been developed based on a commercial 0.25 μm CMOS technology. Well-established radiation tolerant layout techniques have been employed in order to achieve the total dose hardness levels required by the LHC experiments. The presented SRAM macro-cell can be used as building block for on‑chip readout pipelines, data buffers and FIFOs. The design features synchronous operation with separate address and data busses for the read and write ports, thus allowing the execution of simultaneous read and write operations. The macro-cell is configurable in terms of word counts and bit organization. This means that tiling memory blocks into an array and surrounding it with the relevant peripheral blocks can construct a memory of arbitrary size. Circuit techniques used for achieving macro-cell scalability and low power consumption are presented. To prove the concept of the macro-cell scalability two demonstrator memory chips of different sizes were fabricated and tested. The experimental test results are being reported.

Summary

Several front-end ASICs for the LHC detectors are now implemented in a commercial 0.25 μm CMOS technology using well established special layout techniques to guarantee robustness against total dose irradiation effects over the lifetime of the LHC experiment. In many cases these ASICs require the use of rather large memories in readout pipelines, readout buffers and FIFOs. The lack of SRAM blocks and the absence of design automation tools for generating customized SRAM blocks that employ the radiation tolerant layout rules are the primary motivating issues for the work presented in this article. 

This paper presents a size-configurable architecture suitable for embedded SRAMs in radiation tolerant, quarter-micron, ASIC designs. Physical layout data consist of a memory-cell array and abutted peripheral blocks: column address decoder, row address decoder, timing control logic, data I/O circuitry and power line elements to form power line rings. Each block is size configurable to meet the demand on word counts and data bits, respectively.    

The scalability of the presented SRAM macro-cell is accomplished with the use of replica rows of memory cells and bit-lines that create reference signals whose delays tracks that of the word-lines and bit-lines. The timing control of the memory operations is handled by an asynchronous self-timed logic that adjusts the timing of the operations to the delays of the reference signals.

To minimize the macro-cell area a single port memory cell is used based on a conventional cross-coupled inverter scheme. Dual-port functionality is realized with internal data and address latches, placed closely to the memory I/O ports, and a time-sharing access mechanism. The design allows both read and write operations to be performed within one clock cycle. 

A large part of the operating power consumption of a static memory is due to the charging and discharging of the column and bit-line loads. To reduce the wasted power during standby periods the timing control logic does not initiate bit-line and word-line precharge cycles if there is no access to the memory. To minimize further the power consumption a two stage hierarchical word decoding scheme is implemented.

Results from two prototype chips of different sizes are presented. The experimental results obtained from a 4 Kword x 9 bit memory macro-cell shows that at typical operating voltage of 2.5 V the power dissipation during standby was 0.10 μW/MHz and that of simultaneous Read/Write operations at arbitrary memory locations with a checkerboard pattern was 14.05 μW/MHz. 60 MHz operation has been accomplished with a typical read access time of 7.5 nsec.. 

The presented memory macro-cell has already been embedded in four different detector front-end ASIC designs for the LHC experiment, with configurations ranging from 128 words x 153 bits to 64 Kwords x 9 bits.

12 - Fast CMOS Transimpedance Amplifier and Comparator circuit for readout of silicon strip detectors at LHC experiments

J. Kaplon1, W. Dabrowski2, J. Bernabeu3
1 CERN, 1211 Geneva 23, Switzerland

2 Faculty of Physics and Nuclear Techniques, UMM, Krakow, Poland 

3 IFIC, Valencia, Spain

Abstract

We present a 64-channel front-end amplifier/comparator test chip optimized for readout of silicon strip detectors at LHC experiments. The chip has been implemented in radiation tolerant IBM 0.25 technology. Optimisation of the front-end amplifier and critical design issues are discussed. The performance of the chip has been evaluated in detail before and after X-ray irradiation and the results are presented in the paper. The basic electrical parameters of the front-end chip like shaping time, noise and comparator matching meet the requirements for fast binary readout of long silicon strips in the LHC experiments. 

Summary

Development of front-end electronics for readout of silicon strip detectors in the experiments at the LHC has reached a mature state. Complete front-end readout ASICs have been developed for silicon trackers in both big experiments, ATLAS and CMS. Progress in scaling down CMOS technologies opens, however, new possibilities for front-end electronics for silicon detectors. In particular, CMOS devices can be now used in the areas where in the past bipolar devices were definitely preferable. These technologies offer possibility to obtain very good radiation hardness of circuits by taking advantages of physics phenomena in basic devices and implementing special design and layout techniques.

In this paper we present a test chip, ABCDS-FE, which has been designed and prototyped to study performance of the deep submicron process in application for the fast binary front-end as used in the ATLAS Semiconductor Tracker. The chip comprises 64 channels of front-end amplifiers and comparators and an output shift register. The design has been implemented in a 0.25 um technology following the radiation hardnening rules.

Single channel comprises three basic blocks: fast transimpedance preamplifier with 14ns peaking time, shaper providing additional amplification and integration of the signal and differential discriminator stage. The preamplifier stage is designed as a fast transimpedance amplifier employing an active feedback circuit. The choice of the architecture was driven by the possibility to obtain much higher bandwidth of the preamplifier stage than in the case of simple resistive feedback using low-resistivity polysilicon available in the process used.

The functionality of the ABCDS-FE chip has been tested for wide range of the bias currents and power supply voltages. The performance of the chips processed with nominal and corner technology parameters are very comparable. Only minor differences in the gain and in the dynamic range of the amplifier (up to 10%) can be noticed. The gain measured at the output of the analogue part of the chip is in the range of 55 mV/fC. A good linearity up to 14 fC input charge is kept for all possible corner parameters and reduced power supply voltage of 2 V. The peaking time for the nominal bias conditions is about 20 ns. The ENC for the channels loaded with an external capacitance of 20 pF varies between 1200 and 1400 e- depending on the bias current. The peaking time shows very low sensitivity to the input load capacitance, about 50-70 ps/pF, which confirms low input resistance of the preamplifier. 

A very good uniformity of the gain, well below 1%, has been obtained. The spread of the comparator offsets is around 3 mV rms for all measured samples, which is about 5% of the amplifier response to 1 fC input charge. The time walk measured for input charges between 1.2 and 10 fC for the threshold set at 1 fC is around 12 ns. The power dissipation for nominal bias condition (550 uA in the input transistor) is of around 2.4 mW per channel. No visible degradation of basic electrical parameters as well as of matching was observed after X-ray irradiation up to a dose of 10 Mrad. 

13 - EVALUATION OF AN OPTICAL DATA TRANSFER SYSTEM FOR THE LHCb RICH DETECTORS

N.Smale, M.Adinolfi, J.Bibby, G.Damerell, N.Harnew, S.Topp-Jorgensen, C.Newby

University of Oxford, UK

V.Gibson, S.Katvars, S.Wotton, A.Buckley

University of Cambridge, UK

K.Wyllie

CERN, Switzerland

Abstract

This paper details development of a front-end readout system for the LHCb Ring Imaging Cherenkov (RICH) detectors. The performance of a prototype readout chain is presented, with particular attention given to the data packing, transmission error detection and TTCrx synchronisation from the Level-0 to Level-1 electronics.  The Level-0 data volume transmitted in 900ns is 538.56Kbits with a sustained Level-0 trigger rate of 1MHz. FPGA interface chips, GOLs, QDR's, multimode fibre and VCSEL devices are used in the transmission of data with a 17 bit wide word Glink protocol. 

Summary

This paper presents the results from a prototype hardware chain, which was outlined in last year's paper Evaluation of an optical data transfer system for the LHCb RICH detectors [1].  Here the system was described in terms of development, this year the system performance will be presented.  

It will be shown how the Spartan II FPGA Pixel INTerface (PINT) Level-0 chip formats the data readout with added error codes, addresses, parity and beam crossing ID.  The PINT feeds these data via two GOL (a CERN developed Gigabit Optical Link) chips and VCSEL lasers to the Level-1 electronics located 100m away.  To improve error detection a scheme of column and row data parity checking is used. This utilises the 17th bit (User flag) in a parity column.  Hamming code is also used on the block data along with a control word to ensure correct synchronisation.  A substantial amount of transmission robustness has been achieved without increasing the bandwidth beyond the limits of the GOL operating at 800Mbits/s.  

Detailed studies have been performed to show the sensitivity of the GOL chip (in the GLINK 800Mbits/s mode) to the TTCrx clock jitter with varying frequencies of traffic on channel A and channel B of the TTCrx.  

Data arriving from the serial/parallel converter at Level-1 are in a 17-bit wide 36 bit deep format, received at a rate of 680Mbits/s.  The received data contain header and error codes that require checking and stripping so as to leave 32x32 bits of raw data.  The raw data, with event ID, are time multiplexed and stored in the Level-1 buffer.  The Level-1 pipeline is implemented in a commercially available QDR SRAM (Quad Data Rate SRAM).  The QDR SRAM is a memory bank of 18 wide by 512K deep and is segmented into multiple 64K bit deep Level-1 event buffers.  Data are read in and read out on the same clock edge (which is required for concurrent Level-0 and Level-1 triggers) at a rate of 333Mbits/sec.  For the QDR control and address generation a Spartan II FPGA is used, chosen for its high performance, I/O count and low cost.  The Spartan II also processes the data from the serial/parallel G-Link converters, and interfaces to the ECS and TTC.

The Level-1 FPGAs makes use of DLLs.  Their sensitivity to the TTCrx jitter, causes of loss of lock, the time taken to reset and TTCrx/DLL synchronisation problems have been measured.

[1] 7th Workshop on Electronics for LHC Experiments,  CERN 2001-005

Conclusion

The LHCb RICH readout chain from Level-0 to Level-1, comprising an optical receiver, FPGAs and QDR chip, has been shown to accept and unpack the data and carry out the necessary checks before storing the data into the QDR chips.  Synchronisation checks and data readout with emulated Level-0 and Level-1 triggers at variable rates have been studied.

14 - An Implementation of the Sector Logic for the Endcap Level-1 Muon Trigger of the ATLAS Experiment
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Abstract

We present development of the Sector Logic for endcap Level-1 (LVL1) muon trigger of the ATLAS experiment. The Sector Logic reconstructs tracks by combining R-Phi information from the TGC detectors and chooses two highest transverse momentum (pT) tracks in each trigger sector. The module is designed in single pipelined structure to achieve operation with no dead time and shorter latency. LUTs (Look-Up Table) method is used so that pT threshold levels can be variable. To meet these requirements, we adopt FPGA devices for implementation of the prototype. The design and results of performance tests of the prototype are given in this presentation.

Summary

The endcap muon Sector Logic is a part of the Level-1 (LVL1) muon trigger system, which makes trigger decisions for high transverse momentum (pT) muon candidates in each bunch crossing. Thin Gap Chamber (TGC) is used for the muon trigger. The TGCs are arranged in seven layers (one triplet and two doublets) in each side and each layer gives hit data in both R (wire hit) and Phi (strip hit) direction. The endcap muon trigger system consists of three steps. At the first step, low-pT muon tracks (>6GeV/c) are found in R-Z plane and R-Phi plane independently by using hits from doublets. In the second step, high-pT muon tracks (>20GeV/c) are chosen by combining the result of the low-pT trigger and hits from triplet. The Sector Logic at the third step reconstructs three dimensional muon tracks and chooses two highest transverse momentum (pT) tracks in each trigger sector. The resulting trigger information is sent to the Muon Central Trigger Processor Interface (MUCTPI).

The Sector Logic consists of R-Phi Coincidence block and Track Selection Logic block. The R-Phi Coincidence block combines diagonal two coordinates track information (R-Z plane and Phi-Z plane) from the high-pT and low-pT trigger and classifies muon tracks into six levels of pT. This R-Phi coincidence is implemented by using Look-Up Table (LUT) method. The resulting muon candidates are fed to the Track Selection Logic. In order to keep the full LVL1 trigger system latency below 2us, both components are designed in shorter pipelined structure.

We decided the Sector Logic is implemented in Field Programmable Gate Array (FPGA) devices. By re-programming FPGA devices, any changes in the LVL1 muon trigger condition can be applied to its trigger logic easily. In recent years, FPGA is manufactured with leading edge technology, so good performance can be achieved by FPGAs, even in comparison with ASICs. We chose SRAM embedded type FPGA to keep the big size of LUT data for R-Phi coincidence in the same device. This design choice not only reduces external SRAMs, and wiring in PCB board, but also makes the logic faster and gives additional timing margin.

To validate our design, we have built a prototype, which has full functionality of Sector Logic modules for forward region type. The prototype is fabricated in a 9U VME64x module of single width. It equips optical links for inputs and LVDS link for output. The R-Phi Coincidence blocks with LUT data are implemented in 2 Virtex-EM FPGAs (SRAM-embedded type, Xilinx) and the Track Selection Logic block is implemented in a Virtex-E FPGA. FPGA configuration and status registers are accessible via VME bus. SLB ASIC (Slave Board ASIC; full custom ASIC for low-pT trigger having readout feature) provides readout path for inputs and outputs of the Sector Logic.

We have executed integration tests for endcap muon system by using modules including the Sector Logic prototype. We have measured the performance of the prototype in this test. We have measured maximum operation frequency of input clock, and found the prototype can work for larger than LHC clock (40.08MHz). Another test is Link Stability Test to check the stability of each IO links. We have measured data transfer error rates and data latching window to the input clock phase. We found that this implementation satisfies all requirements for the Sector Logic.

15 - Overview of the new CMS electromagnetic calorimeter electronics
Philippe BUSSON
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Abstract

Since the publication of the CMS ECAL Technical Design Report end of 1997 the ECAL electronics has experienced a major revision in 2002. Extensive use of rad hard technology digital electronics  in the front-end allows simplifying the off-detector electronics. The new ECAL electronics system will be described with emphasis  on the off-detector sub-system.

Summary

In the CMS electromagnetic calorimeter Technical Design Report the principle of maximal flexibility for the ECAL electronics system was adopted. The CMS electromagnetic calorimeter is a very high resolution calorimeter made of 80000 lead tungstate crystals. Each crystal signal generated by an APD is amplified, sampled and digitized with an ADC working at 40 MHz frequency. The adopted solution for the TDR was to process digitally all signals in the off-detector electronics susb-system located outside the CMS cavern. This principle translated in a system sub-divided into two distinct sub-systems namely:

- a very front-end electronics, mainly analogue, with a multi gain amplifier and an ADC designed in rad hard technology connected to each crystal equipped with an APD. The digital signal was converted to serial optical signal. 

- an off-detector electronics mainly developped in digital electronics making use of FPGA circuits located outside the CMS cavern.

The two sub-systems were connected with 80000 serial optical links working at 0.800 Gbits/s.

The off-detector electronics was designed to receive this huge amount of digital data and to subsequently store and process them during the  L1 latency of 3 microseconds. The designed sub-system had 60 crates with more than 1000 boards. In 2002 the ECAL electronics system was reviewed and a new architecture  making use of new rad hard electronics inside the detector volume was adopted. In this schema, digitized data are locally stored in memories and processed during the L1 latency. Only data corresponding to the L1 accepted events are readout by the off-detector system allowing for a substantial reduction in complexity of this sub-system. The interface with the Trigger system is also greatly simplified in this new architecture which is 150 boards in total.

This presentation will give an overview of the new architecture with special emphasis in the off-detector part.

16 - MASS PRODUCTION TESTING OF THE ANODE FRONT-END ELECTRONICS FOR THE CMS ENDCAP MUON CATHODE STRIP CHAMBERS
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Abstract

Results are reported on the mass production testing of the anode front-end preamplifiers and boards (AFEB), and their associated delay-control ASICs for the CMS Endcap Muon Cathode Strip Chambers. A special set of test equipment, techniques and corresponding software were developed and used to provide the following steps in the test  procedure: (a) selection of the preamplifier/shaper/discriminator ASICs for the AFEBs, (b) test of the functionality of the assembled AFEBs at the factory. (c) an AFEB burn-in test, (d) final certification tests of the AFEBs, and (e) the certification test of the delay-control ASICs.

Summary

The Anode Front-End Boards (AFEB) and delay-control ASICs [1] were produced for the Cathode Strip Chambers (CSC) [2] of the CMS Endcap Muon System [3].  Their main purpose is to provide with high efficiency precise muon timing information for the LHC bunch crossing number identification at the Level-1 trigger.  The essential part of the anode front-end board, AD16, is a 16-channel amplifier/shaper/discriminator ASIC, CMP16. The output of the discriminator is sent to a 16-channel delay-control ASIC, DEL16. This chip is an input LVDS-receiver for the Anode Local Charge Track finder logic board (ALCT) [4]. The design characteristics, performance and preproduction test results for the anode front-end electronics were reported earlier [1,5].

Specially automated CAMAC-based equipment and testing procedures have been developed and used for the mass production testing of the CMP16 chips, the AD16 boards and the DEL16 delay chips. The laboratory setup for the testing of the CMP16 and AD16 includes a precise pulse generator with controlled pulse amplitude for the threshold and noise measurements, a LeCroy 3377 TDC for the time characteristics, and two kinds of adapters which can hold two CMP16 chips or 10 AD16 boards, respectively.  The online software makes use of C++ code running in the NT Windows environment.

The first step of the mass production testing was the acceptance of the CMP16 ASIC chips for installation on the AD16 boards. The required test criteria will be presented. About 90% of the tested chips passed the acceptance criteria.  The second test was performed by the AD16 manufacturer after the boards were assembled and the CMP16 chips were installed on them. In addition to the high quality requirements and control of the fabrication process, our test equipment was implemented in the factory and used to check the functionality of the boards.

The assembled boards were then put through a burn-in test before proceeding to the certification process.  During the 72-hour long test at a temperature of 90 degrees C, the boards were powered and pulsed by a generator.

The final step in the mass production testing of the AD16 was the certification process, whose goals were to provide the calibration parameters of the boards and ensure that all 16 channels on the board had the same good time resolution, low noise and oscillation-free low thresholds. The yield of certified boards was above 90%. The test data were analyzed online and offline (using ROOT [6]). The results were stored in a central database [7] for documentation purposes, for future use during the CMS experiment and for use by the CMS CSC Final Assembly and Testing Sites in the USA, Russia and China. The results, as well as details of the tests and the data analysis, will be presented.

The stand for the mass production testing of the delay-control ASICs, DEL16, is similar to the one for the AD16 tests. Two chips are tested simultaneously in a special adapter, which includes two commercial clam-shell connectors, and which converts the ASIC output levels (CMOS) to the TDC input levels (ECL). The output of the delay ASIC is controlled by a delay code and is measured by a LeCroy 3377 TDC. The online code provides the parameters for the chips, checks them using an acceptance criteria, and then sorts the chips into individual groups according to certain specifications. The results of the tests, along with the encountered problems and their solutions, will be reported.

At the time of the submission of this abstract, about 9,000 of the 12,200 AD16 boards have been tested, with a yield of 94%. Similarly, we have tested about 15,000 of the 25,000 delay chips, with a yield of 65%. The mass production testing will be finished by September 2002, and the final results will be presented.
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17 - The instrument for measuring dark current characteristics of straw chambers modules
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Large scale production of straw drift chambers requires efficient and fast methods of testing the quality of produced modules.

This paper describes the instrument which is capable to measure characteristics of dark currents of straw chambers modules in automated manner. It is intended for testing the LHCb Outer Tracker detector straw chambers modules during their production. It measures the dark current characteristics at any of the voltage in range from 0V to 3kV and stores them. These data will be then used at CERN for detector calibration.

The large scale production of the straw drift chambers in the LHCb experiment requires efficient and fast methods of testing the quality of produced modules. About 800 modules with 128 straws each will be produced resulting in total production of more than 100000 straws.

A common and powerful test of the quality of the produced straws is the measurement of the dark currents in a function of applied high voltage. The described below instrument will rise the high voltage applied to the wires in 128 straws in defined steps for a given range and will automatically measure dark currents consecutively in each straw. In this way all the problems related to improper wire mounting can be localized and corrected in the early stage of production process. In particular, it is possible to detect quickly the shorts on the wires.

The measurement cycle setup and control is done by a computer. The instrument is equipped with RS-232 data transmission protocol. Thus it can be connected to almost any computer because usually they are provided with it as a standard. This gives a kind of portability, for example when used with a laptop. If there is a computer with a CAN driver card available then optionally CAN Bus connection can be used.

After performing the measurements it is possible to store the data on a hard disk and use them later for any purpose. This feature allows to take the characteristics of built straw chambers modules and use them for calibrating LHCb Outer Tracker detector at CERN.

The typical measured current for a straw chamber is about few nA. Using this instrument we can measure the current with 128 pA resolution in the range up to 250 uA.

18 - Compensation for the settling time and slew rate limitations of the CMS-ECAL Floating Point Preamplifier

Steve Udriot

Steve.Udriot@cern.ch
Abstract

The Floating Point Preamplifier of the Very Front End Electronics for the CMS Electromagnetic Calorimeter has been investigated on a 5x6 crystal prototype matrix. Discontinuities at the signal peak were observed in the pulse shape reconstruction from the 40MHz sampled and digitized data. The propositions linked to those observations are described, together with a focalized overview of the detector readout chain. A settling time problem is identified and it is shown that a 5ns delay applied to the ADC clock provides a secure solution. Finally, the implementation in the FPPA design of this delay

is presented.

Summary

The CMS electromagnetic calorimeter is a compact detector built out of more than eighty thousand lead tungstate (PbW04) crystals in its barrel and endcaps, which operates in a severe radiation and high magnetic field (4T) environment . The present paper concentrates on the barrel, where the light collection is performed by high quantum efficiency avalanche photodiodes (APDs) with a nominal gain of 50, required by the low light yield of PbWO4 crystals (4-6p.e. /MeV). The Very Front End (VFE) electronics processes, in parallel, the signals from the APDs of 5 neighbouring channels in eta. It amplifies them in multi-gain stages and transfers sampled, digitized data towards the Upper-Level Readout (ULR). The shaping is performed by a low noise (10k-electrons or 50MeV) transconductance preamplifier with a design gain of 33mV/pC over the full dynamic range and a 43ns peaking time for a delta input charge. In order to achieve a good resolution in the 90dB dynamic range up to 1.5TeV with a commercial 12-bit radiation hard ADC, a compression of the signal is needed. It is performed by a Floating Point Unit (FPU) working at 40MHz, which includes a 4-gain amplification, combined with track&holds (T&H), comparators and an analogue multiplexer. The preamplifier together with the FPU are integrated in an ASIC called Floating Point Preamplifier (FPPA : current release 2000), which is packaged in a 52-pin Quad Flat Pack. At each clock count, a gain is selected by the comparators. Its output is digitized by the ADC, serialized together with gain information in a 20-bit protocol and sent to the Upper Level Readout. In a test setup, the VFE electronics cards are mounted on a 5x6 crystal prototype matrix and optically linked to the ULR with opto-electronics by Siemens. In this way the entire readout chain can be tested. The light from a 1ns-pulsed green laser is monitored by an independent system and distributed via optical fibers to each single crystal. The pulse shape is reconstructed from the digitized data read by the ULR of numerous events readjusted with respect to the peak, making use of the trigger dispersion along a clock period. Observation of the reconstructed signal showed a discontinuity in the vicinity of the peak  see section 2.2. Furthermore, the gap appeared exactly one clock period after a gain switch. Studies indicated the origin of the problem to be a settling time limitation after gain switch. The ADC clock fixes the sampling instant, whereas the FPPA clock governs the gain switches. Measurements showed that a 5ns delay applied to the ADC clock with respect to the FPU clock removes the observed discontinuities. In the current paper, first the propositions and the solution are discussed. Then a series of measurements aimed at understanding the consequences of the delay are described. Finally, a possible implementation of the delay in the next release of the FPPA is presented.

19 - Improvements of the LHCb Readout Supervisor and Other TFC Modules

Z.Guzik, A.Chlopik (SINS) and R.Jacobsson (CERN)

Abstract

The LHCb Timing and Fast Control (TFC) system is entering the final phase of prototyping. This paper proposes improvements of the main TFC modules, two of which the most important are switching fully to the new Altera APEX family of PLDs and eliminating the PLX chip in the implementation of the local bus between the Credit Card PC and the board logic. 

Since the Readout Supervisor is a very complex module, the prototyping was staged by starting out with a minimal version including the most critical logic and then adding the remaining logic in subsequent prototypes. The paper also covers all the additions in order to implement the final full version. 

Summary

In current versions of the TFC prototype boards (Readout Supervisor - “Odin”, Partition Switch – “Thor” and Throttle Switch - “Munin”), the digital processing is almost entirely based on the Altera FLEX 10KE family of PLD's and MAX 7000B for logic functions demanding speed. Due to limited capacity of these chips it was necessary to implement many such PLDs, which rendered difficult the interfacing and satisfying the speed and latency criteria.

The Altera APEX family is characterized by more than two times better speed performance and has 20 times more logic gates than the FLEX family. Deploying these devices allows reducing the Readout Supervisor’s entire chip count to only four. In addition direct interfacing of different logic levels (LVDS, LVPECL) greatly simplifies the design and improves its reliability.  The PLX chip used to interface the local bus to the PCI bus of the Credit Card PC is also to be eliminated. The new approach is based on a self-designed PCI interface embedded into one of the APEX chip. 

The first prototype of the Readout Supervisor has allowed testing the most important and critical functionality.  The next prototype will house the remaining functionality: more counters, more state machines for sending various types of auto-triggers and commands to the Front-End electronics etc, but most importantly the Readout Supervisor Front-End. The Readout Supervisor Front-End samples run related information, statistics and performance data and transmits it to the Data Acquisition System for storing with the event data. Since the data is derived from all the logic of the Readout Supervisor, the use of many PLDs posed a serious problem to the routing. Therefore the implementation of the Front-End will greatly benefit from the use of the larger APEX chips. 

20 - OTIS - A TDC for the LHCb Outer Tracker
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Abstract

For the outer tracker of the LHCb experiment the OTIS chip is developed. A first full-scale prototype of this 32 channel TDC has been submitted in April 2002 in a standard 0.25um CMOS process.

Within the clock driven architecture of the chip a DLL provides the reference for the drift time measurement. The drift time data of every channel is stored in the pipelined memory until a trigger decission arrives. A control unit provides memory management and handles data transmission to the subsequent DAQ stage.

This talk will introduce the design of the OTIS chip and will present first test results.

Summary

For the outer tracker of the LHCb experiment the OTIS chip is developed at the University of Heidelberg. A first full-scale prototype of the chip has been submitted in April 2002. OTIS is a 32 channel TDC (Time to Digital Converter) manufactured in a standard 0.25um CMOS process.

In the LHCb experiment the signals from the straw tubes of the outer tracker are digitised with discriminator chips from the ASD family. The OTIS TDC measures the time of those signals with respect to the LHC clock. The drift time data of 4 chips is then combined and serialised by a GOL chip and optically transmitted to the off detector electronic at 1.2 Gbit/s net data rate.

The architecture of the OTIS is clock driven: the chip operates synchronous to the 40MHz LHC clock. Thus the chip's performance can not be degraded by increasing occupancies. Main components of the OTIS chip are the TDC core, consisting of DLL, hit register and decoder and the pipeline plus derandomizing buffer. The last two are SRAM based dual ported memories to cover the L0 trigger latency and to cope with trigger rate fluctuations. A control algorithm provides memory management and trigger handling. In addition the chip integrates several DACs providing the threshold voltages of the discriminator chips and a standard I2C interface for setup and slow control.

The DLL (Delay Locked Loop) is a regulated chain of 32 delay elements consisting of two stages each. Since the output of every stage is used, the theoretical resolution is 390ps and the drift time data is 6bit per channel. This data plus hit mask and status information is stored in the 240 bit wide memory. The capacity of the memory is 164 words to allow a maximum latency of 160 clock cycles. If a trigger occurs the corresponding data words are transfered to the derandomizing buffer which is able to store data for up to 16 consecutive trigger. The control unit's task is to read out the data of each triggered event within 900ns via an 8 bit wide bus running at 40MHz.

This talk introduces the design of the OTIS chip and presents the chip's  main components. First test results are given.

21 - Low Voltage Control for the Liquid Argon Hadronic End-Cap Calorimeter of ATLAS
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Abstract

At the ATLAS detector a SCADA system surveys and controls the sub-detectors. The link is realized by PVSS2 software and a CanBus hardware system.

The low voltages for the Hadronic Endcaps of the Liquid Argon Calorimeter are produced by DC/DC-converters in the power boxes and split into 320 channels corresponding to the pre-amplifier and summing boards in the cryostat. Six units of a prototype distribution board are currently under test. Each of it contains 2 ELMBs as CanBus interface, a FPGA of type QL3012 for digital control and 30 low voltage regulators for the individual fine adjustments of the outputs. 

Summary

The slow control of sub-detectors and components of ATLAS is realized by PVSS2, a SCADA software, installed in a computer net. 

Communication between net nodes is realized in different ways. The link between the last node and the electronics hardware of HEC is a CanBus, establishing the transfer of control signals and measurement values.

 The last node, a so-called PVSS2-project in a PC, is connected to the CanBus via OPC and a NICAN2 interface. It acts as bus master. CanBus slaves are ELMBs from the CERN DCS group. 

Each of the two HEC-wheels consists of 4 quadrants, served by a feed-through with a front-end crate on top of it. The low voltages for 40 PSBs, the pre-amplifier and summing boards, which contain the cold GaAs front-end chips, are delivered by a power box, installed between the fingers of the Tile Calorimeter, about half a meter away from the crates.

The input for a power box – a DC voltage in the range of 200 to 300V – is transformed into +8, +4 and -2V by DC/DC converters. At 2 distribution boards the 3 lines are split into 40 channels (120 lines) for the supply of the PSBs. Low voltage regulators in each line permit ON/OFF control and individual fine adjustment of the output voltages. We shall use L4913 and L7913 from STm in the final version, but due to delivery problems, the prototypes had to be equipped by other, non-radiation hard, products. The ELMBs and logic chips are mounted also on the control boards and establish the connection between the regulators and the CanBus.

An ELMB has 8-bit digital I/O ports, a 64-channel analogue multiplexer and an ADC. In order to make the system architecture as simple as possible and increase reliability, only 5 of the 8 bits are used. One ELMB controls 5 PSBs, which belong to the same longitudinal end-cap segment. 30 analogue inputs are used for voltage and current measurements and the rest for temperatures.

The final types of low voltage regulators have a current limitation. The cutoff point shall be adjusted to a value, that safely protects the wires in the feed-through against damage by overheat, in case of a steady short circuit inside the cryostat. In addition, the 3 voltages of the effected channel will be switched off by digital control and a failure message will be send to the operation desk

After preliminary tests had proofed full functionality of the distribution boards under control of PVSS and CanBus, a timesaving calibration procedure has been invented and the corresponding routines implemented in the PVSS-project. 

The stability of the boards and the reliability of the whole system are observed and documented under real conditions at the setup in the CERN north hall over a period of several months during this year.

Design and production of a new prototype, with the foreseen radiation hard regulators, will be started as soon as the components of STm will be available to us. We have a good chance, that this prototype can be declared to be the final version.
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Abstract

Powered and cooled Subracks for the LHC experiments have been described as well as special Power Supplies, either for supplying remotely, over long distance, or in front of the detector electronics as a radiation and magnetic field tolerant system. For low magnetic environment fan cooled, and for higher magnetic fields water cooled power supplies are reviewed. Common to all are the low noise DC outputs, even at higher currents. The installation of a sufficient remote monitoring system basing on CANbus, Ethernet and WorldFip is possible.

Summary

1. Subracks (Crates)

At first the document describes the topics of and differences between the 6Ux160mm and 9Ux400mm crates (subracks) for LHC experiments. The crates meets the IEEE 1101.1, 1101.10 and 1101.11 mechanical standards and will be equipped with either 64x backplanes or specials. 

All crates can be outfitted with intelligent fan trays which have an alpha numeric monitor and trouble shooting display. Transition cages of variable heights and depths can be installed.

Power supplies delivers DC outputs  5V, 3,3V, +/-12V and 48V  with various currents. The “9U” version is able to deliver max. 3kW, the “6U” is foreseen for 1kW but not limited to that. Power supplies are situated either behind J1 at crate rear side or remotely at the cabinet rear door. Standard versions are equipped with high current round pin connectors. For special requests of extremely high currents fork contacts have been used. 

Air cooled and water cooled power supplies, both pin compatible, may be selected. 

Settings and adjustments can be done by software or by the help of the fan tray display and fan tray frontpanel- switches. 

An electronic locking system has been developed to prevent damages by use of unsuitable configured power supplies.

Also remote monitoring to the OPC server via CANbus, Ethernet and WorldFip have been considered.

2. Remote Power Supplies PL 500

Two different units, the F8 and the F12 are available. The power boxes are prepared for bearing (plug able) in a 19’’ rack assembly. Wide range AC input as well as DC input is possible. 

The F8 is using the same technology as the power supplies for crates. Optional equipped with two different regulation circuits: a fast regulator as usual to keep the outputs stable against all deviations of input voltage, and a slow remote sense circuit which makes high precision and stable regulating possible over longest wires. 

Special F8 units has been testing since several time for radiation hardness at Cern and in external facilities (single event 50MeV neutrons) as well as for magnetic fields (water cooled) about 60mT, provisions for 100mT are in preparation. Most of the components passed already all tests. With a 3U high box the DC output performance is about 3kW @ 230VAC, 6U boxes perform more than 6kW DC output with an integrated booster. 

The F12 is foreseen for supplying loads remotely and is not designed for use in higher magnetic or radiation fields. Outfitted with two quadrant regulation it offers fast recovery after substantial load changes. 12 channels are hosted in a 3U power box with  2,5kW DC output capability. Remote regulation by sense lines or/and computed Iout x Rwire .

Differing to the F8 additional parameter of the F12 can be programmed independently, like forming groups, ramps up, on-off for single channels, etc.. 

23 - The ATLAS Pixelchip FEI in Deepsubmicron Technology
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Abstract

The new front end chip for the ATLAS Pixel detector has been implemented in a 0.25 um technology. Special layout rules have been applied in order to achieve radiation hardness. In this talk, we present the architecture of the chip and results of laboratory and test beam measurements as well as the performance after irradiation.

Summary

The front end chip for the Atlas pixel detector has been implementedin a 0.25um technology. The chip will be operated in a very harsh radiation environment - the estimated total dose during 10 years operation is about 50 Mrad - so that radiation tolerance was one of the main concerns.

We have therefore applied the layout techniques that have been proposed to prevent the chip failure even under most severe radiation conditions.

The chip has an area of 7.4 mm x 11 mm and contains 2.5 million transistors. The pixels of 400 um x 50 um size are arranged 18 columns of 160 pixels.

Each pixel includes analog and digital circuitry that perform the

Amplification of the charge signal, the digitalization of the signal arrival time and amplitude and the temporary storage of this information. The analog circuitry comprises a leakage current tolerant preamplifier with constant slope return to baseline, a 2nd amplifier and a discriminator. The threshold and the feedback current can be trimmed with two 5 bit DACs per pixel. The 10 trim bits and four additonal bits to control the charge injection circuit are stored in single event upset tolerant latches in the pixels.

The hit information in a column pair is transferred from the pixel area to buffers located below the columns where it is stored until a Level 1 trigger signal arrives. All column pairs operate in parallel. 64 buffer locations are available per column pair and 16 trigger signals can be stored while the buffer information is transferred serially as fast LVDS signals to the module controller chip MCC. Several additional circuit blocks allow for bias setting (on chip DACs), error handling (buffer overflows), signal monitoring (analog buffer, current measurement) and the verification of critical technology parameters (charge injection capacitors). A digital correction of time walk has been implemented. Great attention has been paid to the decoupling of sensitive analog electronic from the CMOS logic. Intelligent on-chip decoupling capacitors have been implemented.

The chips have been characterized on probe stations, on single chip cards with and without silicon sensors and in a test beam at CERN. Results of these test will be presented. The chips have been irradiated to the full ATLAS dose in order to confirm the radiation tolerance of the design.

24 - A Gigabit Ethernet Link Source Card
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Abstract

A Link Source Card (LSC) has been developed which employs Gigabit Ethernet as the physical medium.  The LSC is implemented as a mezzanine card compliant with the S-Link specifications, and is intended for use in development of the Region of Interest Builder (RoIB) in the Level 2 Trigger of Atlas.  The LSC will be used to bring Region of Interest  Fragments from Level 1 Trigger elements to the RoIB, and to transfer compiled Region of Interest Records to Supervisor Processors. The card uses the LSI 8101/8104 Media Access Controller (MAC) and the Agilent HDMP-1636 Transceiver.  An Altera 10K50A FPGA is configured to provide several state machines which perform all the tasks on the card, such as formulating the Ethernet header, read/write registers in the MAC, etc. An on-card static RAM provides storage for 512K S-Link words, and a FIFO provides 4K buffering of input S-Link words.  The LSC has been tested in a setup where it transfers data to a NIC in the PCI bus of a PC.
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Abstract

The structure of an analog semicustom array (SA), intended to implement front-end electronics ICs on its basis, is considered. The features of this SA are: implementation with bipolar technology at containing an equal number of NPN and PNP structures with like characteristics, supply voltages from 1.5V to 15V, transistor gain factors Bst~100 and unity gain frequencies Ft~(1.5…3)Ghz, high- and low-ohmic resistors, MOS capacitors, two variable plating levels.

Specific circuit diagrams and parameters of the front-end electronics ICs, created on the basis of the considered SA, are presented. The results of their tests are given.

Summary

It is well known, that the analog units of front-end electronics are implemented on the basis of either application specific chips (in the case of large batches and relatively long terms of manufacture), or semicustom arrays (in the opposite one).

During the few last years the authors team has been developing the units of front-end electronics, based on preliminary created analog semicustom arrays (SA). Those SAs are application specific in the sense of taking into account the standard structure of the analog channel, processing preliminary the signals of ionizing radiation detectors, and may be therefore regarded, as application specific analog semicustom arrays (ASASA).

A number of the developed chips and PCUs on their basis were presented at the previous Workshops [1,2].

The peculiarities of the now presented ASASA are the following: supply voltages from 1.5V to 15V, bipolar technology, vertical drift NPN and PNP transistors, transistor gain factors Bst~100 and unity gain frequencies Ft~(1.5…3)Ghz, high-ohmic resistors, MOS capacitors, two variable plating levels.

The ASASA has a quadrant symmetry, where each quadrant contains 3 identical cells, each containing 20 bipolar transistors (NPN and PNP equally) of two lay-out varieties, besides that, each quadrant of chip contains a complementary pair of enlarged transistors. Each cell contains a set of diffusion resistors and two MOS capacitors of 3pF. The total series resistance of the resistors in the active base layer exceeds 1Mohm, while the one of passive base layer is about 36kOhm.

On the basis of the given ASASA there have been developed and manufactured both the test platings for SPICE parameter extraction and particular ICs of front-end electronics (high-speed op amps with current and voltage feedbacks, comparators, reference voltage sources, including temperature dependent ones, some versions of preliminary amplifiers and a complete spectrometric channel, consisting of a transimpedance preamp and a shaper, built with 3 op amps of the current feedback kind).

The results of testing the above mentioned test platings and particular ICs are presented. Currently a chip with a greater number of elements and a structure, oriented toward the creation of (8…16)-channel front-end electronics, is being designed on the basis of the developed complementary bipolar technology.

The presented work is supported by International Science and Technology Center (ISTC).
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Abstract

At present the development of a silicon photomultiplier (SiPM), being a microcell photodiode with Geiger amplification, is going on. Such devices are capable of registering faint light bursts, what, in aggregate with their small dimensions, makes them highly promising for application as photoreceivers in scintillation fiber detectors. A bread-board model of a tracking detector of relativistic particles, containing 16 channels, has been designed and created. The characteristics of SiPM have been studied with a beta-source.

A read-out electronic unit, containing preamps, shapers, discriminators, has been designed to collect the signals of SiPM. The characteristics of this unit are presented and the prospects of its application in experimental physics are discussed.

Summary

The scintillation fiber detector is one of the promising devices for relativistic particle detection, however its wide application is hindered by the absence of compact, cheap and easy for service photoreceivers. At present the development of a silicon photomultiplier (SiPM), being a microcell photodiode with Geiger amplification [1], is going on. Such devices have high gain (>1 000 000), efficiency at the level of vacuum PMTs (10…20%), with help of these photoreceivers it is possible to detect light in a dynamic range of ~1000, beginning from solitary photons. Simultaneously they are capable of operation in magnetic field and require low supply voltage, what makes them fairly promising for application in tracking scintillation detectors.

Studies were conducted with help of multi-clad scintillation fibers SCSF-3HF(1500)M of Kuraray Co., having 1mm in diameter, and SiPMs with a sensitive area of 1mm.sq. The separation of beta-particles, passing through the studied fiber, was accomplished by using a collimator and two additional scintillators. The average number of registered photoelectrons amounted to ~5, what allowed to achieve an efficiency of beta-particle detection close to 100% even at room temperature at room temperature. However the high rate of noise pulses (at room temperature ~1MHz for pulse amplitudes, corresponding to 1 photoelectron, and higher) made desirable a refrigeration of SiPM down to –(20…60)C, whereat the probability of false switch-over did not exceed (1…2)%. For the purpose of such a refrigeration there was studied the possibility of force-cooling, based on Peltier elements.

Proceeding from the results of studying the SiPMs and scintillation fibers, there was designed and created a 16-channel bread-board model of a tracking detector. In the report the structural diagram of the latter is presented, as well as the schematics of the most principal units of read-out electronics – preamps and discriminators. The both latter are implemented on the basis of 8-channel amplifier and comparator ICs and placed on printed circuit boards, being close by their lay-out to those, described in [2].

The peculiarities of detector mechanical design are considered, particularly those concerning the optical junction of plastic fiber with SiPM and connection of the latter to read-out electronics.

The prospects of using the elaborated arrangement in the equipment of experimental physics are discussed.

The given work is supported by the International Science and Technology Center (ISTC).
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Abstract

The sliced system of the ATLAS end-cap muon level 1 trigger consists of 256 inputs. It completes almost entire functionalities required for the final system. The six prototype custom chips (ASICs) with the full specification are implemented in the system. The structure and partitioning are also conformed to the final design. With this sliced system, we have made validity check of the design, performance test and long run tests for both the trigger and readout parts in detail. We report the outline of the sliced system along with the final design concept, and present results of the system test  and discuss possible improvements in the final system.

Summary

After submitting the ATLAS trigger design report for the level 1 muon end-cap system, we have concentrated to develop the custom ICs to be used for the system. Recently we have nearly completed the prototype ASIC fabrications. We will use seven ASICs and six prototypes have been ready. Before moving into the final phase of the IC production, we have built a sliced system using the developed ASICs in order to investigate the design validity and performance of the final system. ¡¡The sliced system reads up to 256 (about 300 000 for the final system) amplified, shaped and discriminated signals from muon chambers. The trigger part analyses the muon track information electrically and identifies the low pT (6 GeV/c to 20 GeV/c) and high pT (> 20 GeV/c) independently for R and?Phi?directions with the coincidence matrix technique and finally tries to find muon tracks in three dimensional space. The readout part contains the level-1 buffer and derandomizer, so called star switch (SSW) for data concentration and distribution in the intermediate level and a read out driver (ROD), with which is complied the ATLAS DAQ standard specification. ¡¡The two control circuits are prepared to configure the registers embedded in the ASICs. One is a DCS to control and monitor the detector status with the CAN bus technology; it can carry JTAG information to the front-end ASICs beside proper DCS tasks, the other one is so-called FPGA controller, which is used for the FPGA configuration (downloading of the firmware data). FPGAs are actively used in SSW. As SSWs are put in a critical place for the radiation, the controller tries to recover the damaged FPGA as fast as possible by downloading the bitmap from the database if some upset is detected. The FPGA controller uses G-link for the vast data transfer with the high bandwidth. It can be also used for the configuration of the front-end ASICs with much higher transfer rate than DCS.¡¡The sliced system implements all the above functionalities. With operating the system, therefore, we can predict the performance of the final system, and hopefully find improvements of the design if any. We have inputted more than 20000 trigger input patterns into the slice test system, and found no discrepancy of the level 1 trigger results by comparing with the results calculated by the simulation. Thus the trigger logic implemented over three processing stages in the system must be correct ones as designed. We found the latency of 1.2 us for the final system by adjusting the length of cables and optical fibers to the final system. The latency is shorter than the boundary value of 2 us given in order to maintain the 40 MHz bunch crossing. The long run test for the readout system has shown that the system worked without any data loss with more than 100 KHz level 1 trigger rate.

We conclude that the results of the present sliced tests imply the validity of the system design as the level 1 trigger system of the ATLAS end-cap muon, and the system will work well with 40 MHz bunch crossing and 100 KHz level 1 condition.  
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Abstract

A sliced system of the ATLAS end cap muon level 1 trigger has been constructed and tested. We have developed a software framework for property and run controls of the system. As we have built a similar structure to both the property database described in XML for the system components and their configuration control program, we could obtain a simple and consistent software system. The system is described in C++ throughout. The multi-PC control system is accomplished using the CORBA system. In this report we discuss the present system in detail and future extension to be done for integration with the ATLAS online framework.

Summary

We develop electronics for the ATLAS end-cap muon level 1 trigger system. Most of the electronics components have been ready with their first prototype version. Recently we have constructed a small sliced system using these prototype components, though the system itself contains all the functionalities required as one of the ATLAS level 1 system. The system consists of three major parts; the trigger decision logic, readout, and control parts. The trigger and readout parts are partitioned further into three layers. The first layer for the trigger and readout are installed in the same electronics module, which is called as PS pack. The PS pack will be installed in the actual experiment just behind muon chambers. Except this module, all other electronics are installed as VME modules. We have used four VME crates for housing these modules in which all the VME crate connects with each own Linux-PC with PCI-VME bus I/F of SBS Bit3. One crate is occupied with programmable pulse pattern generators, which emulates chamber output signals of total 256 channels. The signal pattern set for these modules are specified by the trigger simulation program developed dedicatedly for the end-cap muon level 1 system for the logic debugging.

We have developed a serious program based on a strict object oriented manner in order to control even such a tiny system as this sliced one because we can use it in every phase of the hardware development if we develop a software system legitimately and consistently from the beginning.

Multiple PCs are used in the system, and any one of them will control modules locally installed in its connected VME crate or ones remotely in other crate. The software system is technically based on CORBA to achieve uniform module controls regardless of local or remote environment. The hardware control part is used to configure FPGAs and registers in front-end ASICs in JTAG protocol. This control system is also used to watch single event upsets in FPGAs and should immediately recover them by reconfiguring the bitmap data if it detects any. Thus one of the requirements for the software framework is to supervise this control part efficiently in addition to trigger and readout controls. The slice test is aimed to debug the hardware design of the entire system in detail, and evaluate performance of the final system as precise as possible. The system must be tested with thousands of hardware test configurations to cast possible flaws unrevealed yet. The software system should, therefore, modify the test configuration quickly and launch a new run as fast as possible. The software design and the structure of a database to keep properties of the components must be consistent with each other to achieve speedy configuration control and to facilitate the future hardware modification. We develop a software framework, which closely follows the structure of the property database written in XML by introducing a common hierarchical object design. A GUI system is used to connect the database and software system organically and properly. In the presentation we would like to introduce our software/database design to fulfill all the requirements for the sliced system test and show a consistent approach for the extension of the software system to be controlled with the ATLAS online framework.  
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Abstract

The PCI-based readout receiver card (PRORC) is the primary interface between the detector data link (an optical device called DDL) and the front-end computers of the ALICE data-acquisition system. This document describes the architecture of the PRORC hardware and firmware and of the PC software. The board contains a PCI interface circuit and an FPGA. The firmware in the FPGA is responsible for all the concurrent activities of the board, such as reading the DDL and controlling the DMA. The co-operation between the firmware and the PC software allows autonomous data transfer into the PC memory with little CPU assistance. The system achieves a sustained transfer rate of 100 MB/s, meeting the design specification and the ALICE requirements.

Summary
The PCI-based readout receiver card (PRORC) is the adapter card between the optical detector data links (DDL) and the front-end computers of the ALICE data-acquisition system. According to the initial requirements, it should be able to handle sustained 100 MB/s transfer speed, which is provided by the DDL.

The card is composed of one programmable logic device and one PCI 2.1 compliant ASIC. The PCI interface supports 32-bit transfer mode, and can run at up to 33 MHz, which results in 132 MB/s transfer rate on the bus. The simple hardware architecture, however, allows the implementation of a relatively complex firmware.

The firmware consists of three building blocks: a) the ASIC interface handling the mailboxes, which is the main communication channel between the software and the internal logic; b) the link interface controlling the data exchange between the firmware and the DDL; c) the DMA engines and the associated control logic, which are the largest part of the firmware.

The main function of the PRORC is the bi-directional data transfer, which is carried out by the PRORC firmware in co-operation with the readout software running on the host PC. During data acquisition, the incoming data from the detectors are stored directly into the host memory, eliminating the need for on-board memory. The target memory is allocated on the fly by the software. The descriptors of the different data pages are stored in the free FIFO, which is located in the firmware. In order to signal the completion of a data page, the firmware uses the ready FIFO, which is situated in the PC memory. In this closely coupled operation, the role of the software is limited to the bookkeeping of the page descriptors. This approach allows sustained autonomous DMA with little CPU assistance and minimal software overheads.

An internal pattern generator is also included in the firmware to help the system integration and to offer on-line diagnostics.

Several measurements have been performed using the ALICE data-acquisition software, called DATE. They show that the system is fully exploiting the PCI bandwidth and that the transfer rate is largely independent from the block size. The performance of the PRORC meets the bandwidth requirements specified by the ALICE experiment.
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Abstract

This paper concern the tests performed at ITN (Portugal) for developing the radiation tolerant electronic instrumentation for the LHC cryogenic system. The radiation dose is equivalent to ten years of operation in the LHC machine. The results of commercial CMOS switches built in different technologies by several manufacturers and of power operational amplifiers are presented. Moreover, the degradation of the ADS7807 16 bit CMOS analog-to-digital converter is also described. Finally the increase of the series resistance of power bridge rectifiers is reported. The main parameters of the devices were measured on-line during the irradiation period and all of them were analyzed before and after the sample deactivation.

Summary

Tests on some commercial electronic devices have been carried out to select the most tolerant ones to be used at the instrumentation and control of the LHC cryogenic system. These devices will be exposed to a radiation dose about 5x10^13 nxcm^-2 and several hundreds of Gy. The tests were done at the Portuguese Research Reactor of the Technological and Nuclear Institute. 

Seven 4xNO SPST CMOS switches were studied (ADG412, ADG212, 2 x DG412, 2 x DG212, MAX313 & MAX332). They were samples of different technologies and manufacturers. The main modification that the device parameters suffer are the following:

- Increase of the switches "on" resistance

- Appearance of leakage currents

- Change of the switching threshold voltage

- Activity windows that depend on the total dose.

- Switching inability

- Supply current growth

The resistance increase is due to two reasons: The switch channel is built up with two PMOS and NMOS transistors and their conductances depend on their threshold voltage that is modified by the ionizing gamma radiation. Moreover, the number of electrons vanishes due to the neutron radiation damage. Both effects operate at the same time although the second effect may be dominant on some switches.

The channel and the control logic circuits of the switches are made with MOS transistors. The change of their threshold voltage induces the switching voltage level modification and, even, the impossibility of switching. This phenomenon can appear between two levels of total dose (Switching windows). Leakage currents and supply current growth is related to the charge store inside the epitaxial SiO_2 and it can reach up to several mA in some switches. These parameters depend strongly on the bias voltages, the logic level and the switch state. No leakage current was observed when the switches are open or when they are unipolar biased.

A test on the parallel 16-bit ADS7807 analog-to-digital converter, built in CMOS technology by Burr-Brown, was done. The offset and gain errors, effective number of bits and the internal reference voltage were measured during the irradiation. Half the converters used the internal reference voltage and the others an external one. After the exposition, the supply currents have been measured.

We also report the behaviour of some power operational amplifiers (OPA541, OPA548, PA10, PA12A, PA61), under irradiation. They were biased as voltage buffers and they were forced to supply 1 A output current across a 5 ohms load. During the irradiation tests, the input offset voltage was monitored and the change of the maximum output current value was registered. After the irradiation campaign and once the devices could be handled, parameters such as the bias input currents, open loop gain, CMRR, PSRR, quiescent current, slew rate and gain-bandwidth product were measured to compare them with the pre-irradiation values.

Finally the increase of the series resistance of power bridge rectifiers is reported. All of them were polarized with alternating dc positive and negative current.

31 - Level 0 trigger decision unit for the LHCb experiment 
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Abstract

This note describes a proposal for the Level 0 Decision Unit (L0DU)

of LHCb. The purpose of this unit is to compute the L0 trigger decision by using information of L0 sub-triggers. For that, the L0 Decision Unit (L0DU) receives information from L0 calorimeter, L0 muon and L0 pile-up sub-triggers, with a fixed latency, at 40 MHz. Then, a physical algorithm is applied to give the trigger decision and a L1 block data is constructed. The L0DU is built to be flexible : downscaling  of L0 trigger condition, change conditions of decision  (algorithm, parameters, ...) and monitoring are possible due to the 40 MHz fully synchronous \fpga based design.  

I. Introduction

The purpose of this unit is to compute the L0 trigger decision by using 

information of L0 sub-triggers. For that, the L0 Decision Unit (L0DU) receives information from L0 calorimeter, L0 muon and L0 pile-up sub-triggers, with a fixed latency, at 40 MHz. 

A total of 640 bits @ 40 MHz is expected as input of the L0DU while 16 bits @ 40 MHz are sent at the output. The baseline is to exchange data with a serial LVDS protocol. Then, a physical algorithm is applied to give the trigger decision and a L0 block data is constructed. Last, the decision is sent to the Read-out Supervisor system which takes the decision to trig or not and under some trigger conditions the L0 block data is sent to L1DU, SuperL1 and DAQ systems. The mean frequency of the L0 trigger is 1 MHz.

The L0DU is built to be flexible. Special triggers can be implemented.

Downscaling  of L0 trigger condition  and change conditions of decision 

(algorithm, parameters, downscaling, ...) are possible and the motive of the decision is coded in an explanation word.

Special care of the good running and debugging of this unit has been taken and a dedicated test bench able to test the good behaviour of the L0DU will be permanently available.

II. Functionalities

o Information from L0 pile-up processor are used for VETO computation and can be used to reject events with more than one interaction per crossing.

o Calorimeter candidates by applying a threshold on ET  can be used to select b events while total ET can allow to reject multiple interactions.

o Muon candidates needs special care. The first bit of PT gives the electric charge of the muon candidate. Among the 8 received muon candidates, the highest, the second highest and the third highest candidates will be searched for and keept for further analysis. The sum of the highest PT  muons is also computed. 

The L0DU has a fully pipe-lined architecture mapped into several fpgas. For each data source, a ``partial data procesing'' (PDP) system performs a specific part of the algorithm and the synchronisation between the various data sources. The trigger definition unit combines the information from (PDP) systems to form a set of trigger conditions. 

Every trigger conditions are logical ORed to obtain the L0DU decision after have been individualy downscaled if necessary. 

III. L0DU test bench

A L0DU test bench was designed. It is made up of several ``memory'' boards synchronized by a ``clock generator'' board. Each board allows 64 bidirectionnal input/outputs to be driven or received onto standard CAT5+ RJ45 connectors with LVDS levels at 40 MHz. The memory boards are both used to store the stimuli and the outputs of the tested system.

The user defined stimuli and the data from the system under tests are downloaded or read out through a VME bus by a dedicated computer (software written in C and LabView). A migration to the ECS standard systems and software will be envisaged for an embeded test bench.

IV. L0DU first prototype

A first prototype was designed at the beginnig of year 2002.

The first L0DU prototype is a simplified version of what is foreseen to be 

the final L0DU at this time. The first prototype is aimed to test algorithm, 

functionalities, data flow and should help us to evaluate the L0DU needs about 

ECS. In order to perform a quick design, the first prototype is fited into

fpgas and has a reduced number of inputs and outputs in LVDS  format (40 MHz). Cables and connectors will be respectively CAT5+ and RJ45. This prototype will offer a maximum flexibility and adaptability to test a large part of the final L0DU functionalities including level one block building operations.

32 - Front-end Electronics for the LHCb preshower 

R. Cornat, O. Deschamps, G. Bohner, J. Lecoq, P. Perret 

LPC Clermont-Ferrand (IN2P3/CNRS)

Abstract

The LHCb preshower detector (PS) is both used to reject the high background of charged pions (part of L0 trigger) and to measure particle energy (part of the electromagnetic calorimeter). 

The digital part of the 40 MHz fully synchronous solution developped for the LHCb preshower detector front-end electronics is descibed including digitization. The general design and the main features of the front-end board are recalled. Emphasis is put on the trigger and data processing functionnalities. The PS front-end board handles 64 channels. The raw data dynamic range corresponds to 10 bits, coding energy from 0.1 MIP (1 ADC count) to 100 MIPs while the trigger threshold is set around 5 MIPs. 

I. The preshower

I.1 The detector

The preshower is located immediately upstream from the  electromagnetic 

calorimeter (ECAL).

Around 6000 cells constitute the preshower.

The scintillation light is collected with helicoidal wavelength shifting fluorescent fiber holden in a groove in the scintillator. The both fiber ends are connected to long clear fibers which send the light to 64 channels photomultiplier tubes (MAPMT). 

About 85% of the signal is collected in 25 ns. Consequently the 

measured energy in BCID(n+1) is corrected for a fraction (denoted

*alpha* of the energy measured in BCID(n). The raw data dynamic range correspond to 10 bits, coding energy from 0.1 MIP (1 ADC count) to 100 MIPs. 

I.2 The very front-end electronics

The ``very  front-end'' part is placed the closest possible to the MAPMT, on its back. It compensates the gain variation by load resistances at the entrance of the amplifier. It comprises amplification, integration and holding operation of the signal within the 25 ns limitation. 

The analog signal is then sent to the front-end board with standard CAT5+ twisted-pair cables adapted at both sides.

II. The front-end electronics

The PS front-end board handles both 64 preshower channels and 64 scintillator pad detector (SPD) channels (1 bit each). 

In this board, the analog signals are received on a full differential op. amp. (AD8138) and then digitized with a 10-bit ADC (AD9203) to be processed and finaly stored until trigger decisions. SPD data are collected and the preshower trigger data are computed. In addition each board receives, from ECAL cards, the adress of the ECAL candidates at 40 MHz; the neighbourhood of each cell is searched through all preshower and SPD data then preshower and SPD trigger data are sent synchronously to the ECAL validation boards for trigger purpose.

Each process implemented on the front-end board is done without any dead time with a pipe-line architecture (fully synchronous).

III. Prototypes

Under these conditions, 4 prototypes were designed. 

The first prototype implements, in a nice way, both receivers and ADC for 8 channels. The measured noise is about *sigma* = 0.35 LSB (0.35 mV) while the linearity errors are less than +/-2.5 mV along the full dynamic range, part of these errors are due to the waveform generator characteristics. These results fit well with our requirements including linearity.

The second prototype implements both digitization and data processing with a data read-out capability through a VME bus. It is based on a fpga architecture.

The third prototype is a AMS 0.35 um ASIC that includes 4 channels data processing and a programming interface.

The last one implements the trigger part of the front-end board (neighbourhood search).

33 - DTMROC-S : Deep submicron version of the readout chip for the TRT detector in ATLAS
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Abstract

A new version of the circuit for the readout of the ATLAS straw tube detector (TRT) has been developed in a deep-submicron process. The DTMROC-S is designed in a standard 0.25m CMOS with a library hardened by layout techniques. Compared to the previous version of the chip done in a 0.8m radiation-hard CMOS, the much larger number of gates available per unit area in the 0.25um technology enables the inclusion of many more elements intended to improve the robustness and testability of the design. These include: SEU- resistant triple vote logic registers with auto correction; parity bits; clock phase recovery; built-in self tests; JTAG; and internal voltage measurement. The functionality of the chip and the characteristics of newly developed analogue elements such as 8-bit linear DAC, 0.5ns resolution DLL, and ternary current receiver, will be presented.

Summary

DTMROC-S description

The DTMROC-S is the binary readout chip associated to the ASDBLR front-end. The DTMROC-S processes the signal outputs of two eight-channel ASDBLR chips. The ASDBLR provides fast amplification, pulse shaping and amplitude discrimination for straw tubes electrical signals. High threshold discrimination is applied to detect transition radiation signals. Low threshold discrimination is used to detect tracking signals. The signals are ternary encoded as differential currents and transmitted to the DTMROC-S chip. The low threshold signal is time digitized in 3.12 ns bins. For each of the 16 channels, the time digitizer outputs (8-bits) together with the one-bit high threshold are stored in two memory banks of 128 locations. The Level-1 Trigger is used as an input tag to read the relevant bits and send the serialized data to the off-detector Read Out Driver (ROD) module. The chip can store data for more than 4 microseconds prior to a Level 1 Accept and then store up to 15 pending triggers while transmitting data.

The digital inputs (clock, reset, commands) are received in LVDS differential format. The digital outputs are differential open-drain drivers. One differential output pair (data-out) transmits the event data, according to a serial protocol. Another differential output pair (cmd-out), which is normally off (no current drive), is only enabled when reading internal registers contents (like DAC setting registers, configuration register).

Additional features in deep-submicron technology

The large gate density available in the 0.25m CMOS technology used to develop this new version has enabled the implementation of new functionality relative to the first DTMROC chip built with the 0.8m CMOS DMILL technology. A complete JTAG scheme has been implemented. The JTAG allows easy test coverage of all of the chip I/O (except power supplies and analog outputs), and of all internal registers. Because register elements are sensitive to SEU phenomena in a radiation environment, the registers, which contain circuit control bits, have been designed with self-correcting triple vote logic.

The low threshold hit information is encoded in time bins of 3.12 ns, by using a DLL circuit which provides 8 clocks edges synchronized to the external 25ns clock period. An internal 25ns period clock is generated out of the DLL and can be selected to clock the chip, instead of the external clock. An automatic lock circuit, as well as a phase error detection are features added to the DLL circuit.

A “fast trigger” function has been added. When this mode is enabled, the “cmd-out” differential outputs are used to transmit immediately the “wired-OR” of all channel hits received from the ASDBLR. This feature allows triggering of the TRT independent of the rest of ATLAS and is expected to be useful for initial detector commissioning with cosmic rays.

Two Digital-To-Analog Converters (DAC) have been added to serve for external or internal voltage or temperature measurements.

Other features, satisfying the key issues of fast design time cycle together with the requirement of first silicon functionality, were part of the physical design and of the design procedure. 

Performance

The chip has been tested and shows a full functionality. JTAG is used as a first test sequence. The additional functional features have been validated. The linearity of the DAC is better than +/- 0.5 LSB, the DLL differential linearity is better +/- 0.5 ns. The newly developed analog elements (ternary receiver, test pulse generator, output drivers) all satisfy the requirements.
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Abstract

The front-end electronics of the CMS experiment will be read out in parallel into approximetaly 700 modules which will be located in the underground control room.  The data read out will then be transported over a distance of ~200m to the surface control room where they will be received into deep buffers, the "Readout Units".  The latter also provide the first step in the CMS event building process, by combining the data from multiple detector data sources into larger-size (~16 kB) data fragments, in anticipation of the second and final event-building step where 64 such sources are merged into a full event.  The first stage of the Event Builder, referred to as the Data to Surface (D2S) system is structured in a way to allow for a a modular and scalable DAQ system whose performance can grow with the increasing instantaneous luminosity of the LHC.

Summary

After reviewing the requirements of the readout of the CMS Data Acquisition system as well as the main characteristics of the data producers, the architecture of the Data to Surface (D2S) system is presented. The average amount of data produced is not equal among the data sources whereas the operation of the event builder with high efficiency requires that all inputs carry the same amount of data. The situation is worse when event-by-event fluctuations are taken into account as well.  The D2S is designed to solve this problem by providing a first stage in the event building process. The D2S concentrates several data sources into an output channel and multiplexes the event data to different streams in the second stage of the event building process. The D2S output channels therefore provide more evenly distributed data sizes to the second stage of the event builder. Moreover, the multiplexing allows for a modular design for the second stage of the event builder, resultingin a system that can be procured and installed in phase with the requirements arising from the performance of the accelerator and the experiment itself.
35 - FPGA test benches used for Atlas TileCal Digitizer functional irradiation tests.

J Klereborn, S Berglund, C Bohm, K Jon-And, M Ramstedt, B Sellden and J 

Sjölin

Stockholm University, Sweden

A Kerek, L-O Norlin and D Novak

Royal Technical University, Sweden

A Fenyvesi and J Molnar

ATOMKI, Debrecen, Hungary

Abstract

Before launching the full production of the Atlas Tile calorimeter digitizer board, system level tests were performed with ionizing, neutron and proton irradiation. For these functional tests FPGA based test benches were developed, providing a realistic run time environment for the tests and checking system performance. Since the configuration of the digitizer is done via ttc-commands, received by a ttc-rx chip,the ttc-protocol was emulated inside the FPGA.

Summary

Two test benches were developed; one for testing the main ASIC of the  digitizer and one to perform full system irradiation tests. Both are  based on FPGAs. The Tile calorimeter digitizer system was shown to be  sufficiently reliable for the Atlas environment. The test benches  themselves were both easy to use and to develop.

The presence of delay-locked loops in the FPGA (Spartan II) used for the  full system test made it possible to emulate the ttc-system which is  necessary for the configuration of the digitizer using the ttc-rx, as is  done in Atlas.

The use of FPGAs in test benches render the use of general-purpose test  boards possible. It also makes it feasible to iteratively develop and  upgrade the test, gradually learning how the test bench and the system  under test behaves.

36 - System Performance of ATLAS SCT Detector Modules 
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Abstract

The ATLAS Semiconductor Tracker (SCT) will be an assembly of silicon microstrip detector modules on a large scale, comprising 2112 barrel modules mounted onto four concentric barrels of length 1.6m and up to 1m diameter, and 1976 endcap modules supported by a series of 9 wheels at each end of the barrel region.  To verify the system design a "system test" has been established at CERN.

This paper gives a brief overview of the SCT, highlighting the electrical performance of assemblies of modules studied at the system test.  The off detector electronics and software used throughout these studies is described.

Summary

Each SCT module comprises two planes of silicon microstrip detectors glued back to back. 

Small angle stereo geometry is used to provide positional information in two dimensions, an angle of 40 mrad being engineered between the axes of the two sides. The barrel module uses two pairs of identical detectors to give an active strip length of approximately 12cm.  Three designs of different strip length are used in the endcap region: inner, middle and outer modules.

A module is read out by 12 ABCD ASICs mounted on a copper/kapton hybrid. Manufactured in the radiation hard DMILL process, each ABCD chip provides sparsified binary readout of 128 detector channels.  The clock and command signals are transmitted to the module in the form of a biphase mark encoded optical signal.  Similarly the off detector electronics receives two optical data streams back from each module.  The DORIC and VDC ASICs are used in the conversion of these signals between optical and electrical form at the module end.

Each SCT module is connected to its own programmable low voltage and high voltage power supply channels.  The power distribution system includes three lengths of conventional cable and three patch panels, the last run being formed by low mass power tapes in order to minimise the material found inside the tracker volume.  In the endcap module the power tapes connect directly to the hybrid, upon which the opto communication ASICs are mounted. The associated pin diode, VcSEL laser diodes and their coupled fibres are housed on a small plug in board.  In the barrel region the interface between the module, power tapes and optical signals is provided by a further copper/kapton flex circuit.

The system test brings detector modules together with realistic prototypes of the electrical services and mechanical support structures.  The barrel region is catered for by a full length barrel sector fitted with brackets and electrical services to support the operation of up to 24 modules. A quarter of one endcap disk provides support for modules of each of the three endcap designs.

Although the system test will be used as a testbed for the final ATLAS SCT off detector electronics, the majority of studies to date have been performed using a set of custom VME modules.  The low and high voltage power supplies have also been prototyped in the form of VME cards.  Designed to be scalable by adding the appropriate number of boards to the system, an extensive suite of software has been written for use with this hardware. A number of tests have been implemented from the elemental threshold scan through to studies of correlated noise occupancy across a system of modules.

The system test has proved to be invaluable during investigations of module and system performance.  Issues such as grounding have been explored in some detail, including the resilience of the system against externally injected noise.  Selected test algorithms will be explored in detail and recent results will be reported.
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Abstract

For the LHCb Inner Tracker, 300 æm thick silicon strip sensors have been chosen as baseline technology. To save readout channels, strip pitch was chosen to be as large as possible while keeping a moderate spatial resolution. Additional major design criteria were fast shaping time of the readout frontend and a large radiation length of the complete detector.

This paper describes the development and testing of the Inner Tracker detector modules including the silicon sensors and the electronic readout hybrid with the BEETLE frontend chip. 

Testbeam measurements on the sensor performance including signal-to-noise, signal pulseshape and efficiency are discussed. We also present performance studies on the digital optical transmission line.

The LHCb experiment is a high performance single arm spectrometer dedicated for studies of B-meson decays. Therefore, precise momentum and tracking resolution at high luminosities are essential. In order to cope with the high track densities in the region surrounding the beam pipe, the tracking detector has been divided in two technologies: straw tubes for the outer part with low particle flux and an Inner Tracker part consisting of silicon strip detectors. Silicon has been chosen because of its optimal performance under high particle fluxes. In order to save readout channels, the strip pitch should be as large as possible.

In the present design, a single silicon ladder with a maximum length of 22 cm as basic unit of one tracking station consists of the structural support made of heat conductive carbon fiber carrying the sensors. Also mounted on the ladder is an electronic readout hybrid together with a pitch adaptor. The multi-layered ceramic hybrid carries three BEETLE readout chips (developed by the ASIC laboratory of the University of Heidelberg) with a total of 384 channels. 

In order to prevent pile-up from consecutive bunchcrossings, the shaping time of the BEETLE has been designed to 25ns.

For minimizing the amount of material and therefore improving the radiation length of a tracking station, the analog multiplexed data from one tracking station is transferred to a supporting module located on the Outer Tracker frame, where the on-detector digitization and multiplexing (with the CERN GOL chip) of the digital data is performed. By doing so, we extend the radiation limits as well as spatial and thermal restrictions which would be present when mounting components directly at the sensor inside the LHCb detector's acceptance.

For the long distance transmission to the electronics area, a commercial multi-fiber optical transmitter/receiver will be used together with a 12-fiber optical cable. A commercial demultiplexer plus one FPGA per fiber will then provide 8 bit data for 128 channels each. Calculated with a L1 trigger rate of 1 MHz, this corresponds to a total net data rate of just over 1 GBit/s per BEETLE chip.

This paper presents measurements on the full-size silicon ladder including signal-to-noise and signal pulseshapes. Data was taken during the last testbeam period in Summer 2002.

As this prototype sensor is equipped with multiple geometries, the influence of the width-to-pitch ratio of the strips is studied in detail. 

A comparison of detection efficiencies of the 240µm pitch to a smaller pitch is also included, as part of the prototype sensor has been fabricated with a pitch of 200µm. For the optical link, transmission quality and stability has been evaluated under different conditions including additional optical attenuation.

38 - Design and use of a networked  PPMC processor as shared-memory SCI node
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The MCU mezzanine was designed as a networked, 486 processor-PMC for monitoring and control with remote boot capability for the LHCb Readout Unit  (RU). As PCI monarch on the RU, it configures all PCI devices (FPGA's Linux operating system. A new application is within the LHCb L1-Velo trigger where a 2-dimensional CPU-farm is interconnected by SCI nodes, with data input from one RU at each row of the network. The SCI interface on the RU is hosted by the MCU, exporting and importing shareable memory in order to become part of the global shared memory of the trigger farm. Thereafter, trigger data are transferred by FPGA DMA engines, which can directly write via SCI to exported, remote memory.

Designed around a 100 MHz "PC-on-a-chip", the MCU mezzanine card is a fully compatible PC system. Conceived as a diskless monitoring and control unit (MCU) of the PCI bus subsystems on the LHCb Readout Unit (RU), it boots LINUX operating system from a remote server. It's implementation as a general purpose PMC card has allowed to use it in other target applications than slow control and monitoring. The successful integration of a RU into a shared memory trigger farm is one example.

The MCU's processor core is based on a Cyrix 486 core architecture which integrates a peripheral subsystem which is divided in two large blocks: embedded interfaces and I/O extensions. The embedded interfaces are serial and parallel ports, watchdog timers, EIDE, USB and floppy controllers, access bus ( I2C compatible ) interface, keyboard and  PS/2 mouse systems. The extensions on the MCU are 10/100 Mbit  ethernet and user  programmable I/O. The latter are available via the VITA-32 user connector (P14 ) and provide the following  programmable functions: 1.) I2C master 2.)  JTAG master. Due to their programmed nature they operate at a 100 KHz level. 

For the diskless boot operation, the BOOTP and DHCP protocol are used in succession. After receiving an IP address, the MCU requests from the server an operating system image which gets transmitted via a packet-based basic protocol (TFTP). When the operating system is completely loaded, it executes locally in the SDRAM of the MCU, and is capable of mounting a file system over the network. Normal user login is then available via remote login. 

The MCU being a monarch, it scans and initializes the PCI bus of the RU during the boot operation and finds 1.) all four FPGAs and their resources 2.) an SCI network interface 3.) all data buffers and registers which are mapped via the FPGA's. In the LHCb L1-Velo trigger, a 2-dimensional CPU-farm network is implemented in 667 Mbyte/s SCI technology with hundreds of CPUs at the x-y intersections and with data input from a RU at each row of the network.  The SCI node interface on the RU is a PCI card, hosted by the MCU. Using the IRM driver for SCI, it exports and imports shareable memory with the other CPU nodes in the farm, thus becoming part of the global shared memory of the trigger farm.  The SCI node adapter shares its 64 bit@66 MHz PCI bus segment with an FPGA-resident DMA engine.  The latter requires a physical PCI address to copy, via SCI, trigger data to remote, exported memory in a destination CPU node. The corresponding physical   address can be extracted after the 

integration of the MCU into the shared memory cluster has been completed.  The copy 

process from the local PCI bus to a remote PCI bus of a CPU  is similar to a hardware 

copy to local memory, requiring only a few microseconds. 

39 - TAGnet, a high rate eventbuilder  protocol 
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TAGnet is a custom, high-rate event scheduling protocol designed for event-coherent data transfers in trigger farms. Its first implementation is in the level-1 VELO trigger system of LHCb where all data sources (Readout Units) need to receive destination addresses for their DMA engines at the 

incoming trigger rate (1 MHz). TAGnet organises event-coherency for the source-destination routing and provides the proper timing for best utilization of the network bandwidth.  The serial TAGnet LVDS link interconnect all Readout Units in a ring, which is controlled by a TAGnet scheduler. The destination CPU’s are situated at the crossings of a 2- dimensional network and memory-mapped through the PCI bus on the Readout Units. Free CPU addresses are queued, sorted and transmitted by TAGnet scheduler, implemented as programmable PCI card with serial LVDS links.  

The serial TAGnet LVDS links interconnect all Readout Units (RU) in the LHCb L1 VELO trigger network within a ring configuration, which is controlled by a TAGnet scheduler. The latter provides the proper timing of the transmission and organises event-coherent transfers from all RU buffers at a destination selection rate of 1 MHz per CPU.  In the RU buffers, hit-cluster data are received and queued in increasing event-order. TAGnet allocates the event-number of the oldest event in the RU buffers with a free CPU address and starts the transfer. 

Each new TAG is sent in a data packet that includes a transfer command and an identifier of a free CPU in the trigger farm where to transmit the next buffer. The TAG transmission rate is considerably higher than the incoming trigger rate, leaving enough bandwidth for other packets, which may transport purely control or message information.  The CPU identifiers are converted within each RU into physical PCI addresses, which map via the shared memory network directly to the destination memory. The DMA engines perform the transfer of hit-clusters from the RU’s input buffers to the destination memory.  The shared-memory paradigm is established between all destination CPUs and local MCU’s (PMC processor card) on the Readout Units. The CPUs and MCU’s are interconnected via 667 Mbyte/s SCI ringlets, so that average payloads of 128 bytes can be transferred like writing to memory at frequencies beyond 1 MHz and at transfer latencies on the order of 2-3 us. 

The TAGnet format is conceived for scalability and highest reliability for a TAG transmission rate of initially 5 MHz, including also Tags for control and messages. Tags may either be directed to a single slave (RU, or Scheduler) or  be accepted by all TAGnet slaves in the ring.  A TAG packet consists physically of 3 successive 16-bit words, followed by a 16 bit idle word. A 17th bit is used to flag the 3-words of data from the idle frame. The scheduler generates a permanent sequence of 3 words and 1 idle, therefore this envelope is called the TAGnet “heartbeat” which remains unaltered throughout the ring. Whilst the integrity of the 3 words within a heartbeat is protected by Hamming codes, the integrity of the 17th frame bit is guaranteed by the fixed heartbeat pattern which is in a fixed phase relation between the output and input of the TAGnet scheduler.  The TAGnet clock re-transmission at each slave is used as a ring-alive status check for physical TAGnet ring connection layer.

The above described TAGnet event building operates with small payloads (128 byte typically) at 1 MHz and beyond, hence it requires a very low overhead Transport Format.  A variant of STF as defined for Readout Units is used which adds only 12 bytes to the full payload transmitted by each RU to a CPU.  Included in STF are event numbers and a transfer complete bit which serves as “logical AND” at the destination CPU to start processing when all RU buffers have arrived.  
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Abstract

The digital optical link system for the CMS Tracker is essentially a 2+2 way bi-directional system with two primary functions: to transmit the 40MHz LHC clock and CMS Level 1 Trigger to the Tracker and to communicate control commands that allow the setup and monitoring of the Tracker front-end ASICs. 

The specifications of the system are outlined and the architecture and implementation is described from the scale of the components up to the level of the full optical links, including their intended operation in the CMS Tracker. 

The performance and radiation hardness of the various individual components is examined. Results of tests of complete prototype digital optical links, based on the intended final components, including front-end digital optohybrids made at CERN, are presented. 

Summary

The control system for the CMS Tracker operates with a token-ring-architecture. Clock (CLK) and control data (DA) signals are transmitted over digital optical links from the Front-End Controller (FEC) located in the counting room to the digital optohybrid (DOH) inside the Tracker. The signals sent from the FEC to the DOH are passed on electrically as LVDS around a sequential chain of Communication and Control Unit (CCU) chips. The chain of CCUs is terminated back at the same DOH, where the signals are then returned optically to the FEC, thereby completing the ‘control ring’. In total there are 320 control rings in the Tracker, each with eight optical fibres. Two channels are used to transmit CLK and DA signals from the FEC to the CCUs and two channels return these signals back from the CCUs to the FEC. These optical channels are then doubled in line with the redundancy scheme of the Tracker control system. Therefore 2500 optical channels in total are required for the tracker control system. Besides the control of the CMS Tracker, it is also planned that the CMS ECAL, Preshower and Pixel systems will also make use of the same type of digital links, though the numbers of links are still to be defined. The CLK links transmit the 40MHz LHC clock signal at 80Mbit/s. In addition to the LHC clock, the Level-1 trigger, Level-1 reset, and calibration requests are also sent on the CLK channel. These special signals are encoded as missing ‘1’s in the clock bit-pattern. The DA links nominally operate at 40Mbit/s using 4bit to 5bit encoded commands that are transmitted as a non-return to zero pattern with invert on ‘1’ (NRZI)  to maintain good dc balance in the optical link. The CCUs receiving the DA signals translate the control commands and communicate them via an I2C bus to the front-end ASICs. The ASICs can also be interrogated via the I2C bus and the responses are encoded at the CCU and sent back to the FEC over the digital optical link. In addition, a hard-reset signal can be transmitted to the front-end ASICs via the DA link from the FEC to the CCUs. This is sent as a sequence of missing ‘1’s in the DA idle pattern, such that the optical signal is ‘low’ for at least 250ns. Upon reception of this particular sequence at the DA input the digital receiver chip Rx40 generates a hard-reset signal that is passed onto the other front-end ASICs. The components of the digital optical link system are derived, wherever possible, from the much larger CMS Tracker analogue optical link system, in order to benefit from the developments already made for the analogue readout links. The same type of laser driver ASIC (LLD), laser, fibre, cable and connectors are used. The components that are unique to the digital optical link system are, at the front-end, the p-i-n photodiodes and the custom-designed Rx40 receiver chip, and at the back-end, the digital transceivers (DTRx) on the Front End Controller (FEC). Apart from the LLD and Rx40 ASICs used on the DOH, which were custom-designed at CERN, all of the optical link elements are commercial off-the-shelf (COTS) components, or components based upon COTS. As such, it has therefore been necessary to validate the radiation hardness of the lasers, photodiodes, fibres, cables and connectors that will be situated inside CMS. These studies have already been reported in earlier workshops and they will be summarized in this paper in the context of the operation of the final digital link system. In addition we have reported previously that the p-i-n photodiodes can also be sensitive to single-event-upset (SEU) when incident particles deposit energy that is sufficient to generate enough ionization to be interpreted as a signal ‘high’ level during the transmission of a ‘low’ and therefore cause bit-error. If sufficient optical power is used in the data transmission then the bit-error-rate (BER) should be maintained <10^-12 in the final system. The digital control system is already considered to be very robust in that it has the capacity to detect and handle errors during transmission on the DA line around the control ring. It is therefore unlikely that SEU will be a major issue in the digital optical control links. Also, considering that the level-1 trigger, reset and calibrate request signals are encoded as missing ‘one’s in the CLK signal, it should also be very unlikely for a typical SEU event to mimic one of these signals and subsequently upset parts of the Tracker system. Complete versions of the digital optical links have been testedextensively at CERN. These tests have included a prototype DOH, made at CERN, that has been measured in-system, coupled to an 4+4way digital transceiver module. Under worst-case conditions, with optical signals attenuated to only ~10uW amplitude in both CLK and DA lines, the ‘eye-diagram’ remained very clean and the BER was <5x10^-13 at 40Mbit/s.

The hard-reset command generated by the Rx40, upon receipt of a 250ns duration ‘low’ signal on the DA line, was also verified on all DOHs. These measurements, along with a discussion of the procedures for testing the final production devices, will be fully detailed in the paper.

41 - Results of early phase of series production of ATLAS SCT barrel hybrids and modules

Y.Ikegami, KEK (representing ATLAS SCT barrel clusters)

Abstract

A status of early series production of the barrel hybrids and modules of the ATLAS Semiconductor Tracker (SCT) is reported.  The manufactures of 48 hybrids and 30 modules were completed in Japan cluster by April 30 and other clusters are expected to follow soon. Quality assurance tests were performed for all hybrids, including a 100-hours-burn-in test. Bad channel appearance was found to be less than 1%. There was very little increase in the defective channel after the 100-hours-burn-in test. Results from the quality assurance tests for hybrids and modules are described in detail.

Summary

A status of early series production of the barrel hybrids and modules of the ATLAS Semiconductor Tracker (SCT) is reported.  The manufacture of 48 hybrids and 30 modules were completed in Japan cluster by April 30. The other three clusters, Nordic, UK and US will proceed to series production soon. Each cluster will manufacture about 40 to 60 modules per month at the time of full production to produce about 2,500 modules including spares.

The readout hybrid of the module has 12 bare readout chips totaling 1536 channels. The readout ASIC, ABCD3TA, has a binary architecture comprising all functions for signal processing from 128 strips. It is implemented with 0.8 μm BiCMOS DMILL technology. Its amplifier with a gain of 50 mV/fC integrates the signals by unipolar shaping with a peaking time of 20 nsec. The equivalent noise charge with 12 cm strips connected is about 1500 e at room temperature before irradiation. The threshold for hits is set to 1 fC. Three consecutive clock buckets are readout to identify genuine signals. For uniform threshold setting, the threshold is adjusted by a 4-bit DAC (trimDAC) attached to each channel and its full-range is selectable from 60, 120, 180 and 240 mV to cover increased threshold spreads by radiation. The hit patterns are stored in 132 deep pipeline buffers till the acceptance of the Level 1 trigger.

The quality assurance of the hybrids is achieved in two identical electrical performance tests using a SCT DAQ setup, interleaving a 100-hours-burn-in test. The 100-hours-burn-in test was performed in order to eliminate initial failure. The temperature of hybrids, with ASIC electricity on, was kept 37℃ by using environmental chamber. The estimated ASICs temperature was about 50℃. Six hybrids were tested simultaneously. Deviation of the temperature of hybrids was kept less ±2℃. The electrical performance tests include digital function tests (such as pipeline memory tests) and analog function tests (such as gain measurements and trimDAC setting). Very little channels losing digital nor analog functionality were found. An average gain was found to be 56.2mV.  An appearance of channels that were out of trimDAC setting was found to be less 1%. 

The same electrical performance tests were performed for complete modules. An average gain and ENC were found to be 54.6mV and 1552e, respectively. Very little increase in the defective channel was observed. The appearance of bad channels was still less 1%. These results will be updated by the time of workshop including the results from all four clusters.
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Abstract

The MROD is the Read Out Driver (ROD) for the ATLAS muon MDT precision chambers. Here is presented the first full scale MROD prototype called MROD-1. The MROD is an intelligent data concentrator/event builder which receives data from six MDT chambers through optical front end links. Event blocks are assembled and subsequently transmitted to the Read Out Buffer (ROB). The maximum throughput is about 1 Gbit/s. The MROD processing includes data integrity checks and the collection of statistics to facilitate immediate data quality assessment. In addition the MROD allows to "spy" on the events. The MROD-1 prototype has been built around Altera APEX FPGAs and ADSP-21160 "SHARC-II" DSPs as major components. Test results will be presented.

Summary

The MROD combines the data from six MDT chambers which together form one eta-phi "tower". The MROD input data are received from six optical front end links which each can accomodate a maximum data rate of 0.7 Gbit/s. (the average amount of actual data is only a fraction of that). The MROD first stores the incoming data in RAM, sorted per event. Once events are complete, they are forwarded to the read out buffer (ROB). 
As much of the MROD functionality consists of moving data around, the MROD-1 has been built around five ADSP-21160 SHARC-II DSPs. The SHARC processor is a versatile DSP which offers substantial processing power and RAM. Most important feature for the present application are its six serial SHARC links for fast inter-SHARC communication and data transfer.
The MROD-1 unit is a 9U VME64 motherboard (called MRODout), which carries 3 mezzanine cards (called MRODin). Each MRODin mezzanine board accomodates two incoming front end links, which are implemented as S-Link receiver interfaces. The two input channels each have there own APEX 20K200 FPGA and together they share one SHARC DSP on the MRODin. The FPGAs take care of the regular processing of the input data. Once errors or inconsistencies are detected, the FPGA signals the SHARC to take care of the error condition. Furthermore the SHARCs may spy on the data and gather statistical information.

The MRODout motherboard carries two SHARCs, bringing the total for the MROD-1 to five. All inter-SHARC communication and data transfer is through the SHARC links. The output stream of the MROD-1 is into an S-Link transmitter interface. All MROD-1 modules in a VME crate interface with the Trigger and Timing (TTC) system via a taylor made P3 backplane which connects to a TIM module containing the actual TTC receiver (TTCrx).
A software environment has been developed to control any of the SHARCs on the MROD-1 through the VME backplane from VME processors running either the LynxOS or Linux operating systems. The VME interface is used to boot the MROD SHARCs and to upload program code and to extract the "spy" data.
The main goals of the MROD-1 prototype are the evaluation of its design concepts and the assessment of its maximum throughput. The results will determine the design details of the next MROD prototype which will be the final "module 0" prototype.
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Abstract

The Beetle is a 128 channel pipelined front end chip developedin 0.25 um standard CMOS technology for the LHCb experiment.After intensive testing of the current version (Beetle1.1) an improved design (Beetle1.2), which is hardened against Single Event Upsets (SEU) has been submitted in April 2002. The key measurements on the Beetle1.1, which mainly drove the design changes for the Beetle1.2, are described together with the SEU robustness concept. First performance measurements with the new readout chip are shown.

Summary

With the Beetle a 128 channel readout chip has been developed for the LHCb experiment in 0.25 um standard CMOS technology. The latest design has been submitted in April 2002. The chip can be operated as an analog or alternatively as a binary pipelined readout chip. It fulfills the requirements of the silicon vertex detector, the inner tracker, the pile-up veto trigger and the RICH in case of multianode photomultiplier readout.
The chip integrates 128 channels with low-noise charge-sensitive preamplifiers and shapers. The risetime of the shaped pulse is below 25 ns, the spill-over left 25 ns after the peak at most 30%. A comparator per channel with configurable polarity provides a fast binary signal. Four adjacent comparator channels are being ORed and brought off chip via LVDS ports. Either the shaper-output or the comparator output is sampled with the LHC-bunch-crossing frequency of 40 MHz into an analogue pipeline. It has a programmable latency of max. 160 sampling intervals and an integrated derandomizing buffer of 16 stages. For analog readout the data are multiplexed with up to 40 MHz onto 1 or 4 ports. A binary readout mode operates with doubled output rate on two ports. Current drivers bring the serialized data off chip. The chip can accept sustained trigger rates up to 1 MHz, the readout time per event is within 900 ns. For testing and calibration purposes, a charge injector with adjustable pulse height is implemented. The bias settings and various other parameters are controlled via a standard I2C-interface.
Chip version 1.1 of the Beetle, submitted in March 2001, is fully functional, albeit with minor shortcomings. The successor chip Beetle1.2 remedies these deficiencies with a modified preamplifier and shaper, an enhanced comparator, testpulse generator and multiplexer. The digital control circuitry is hardened against Single Event Upsets (SEU) with special flip-flops built up from standard cells. The measurements pointing out the known problems of the Beetle1.1 are presented. The resulting design changes are described together with the implemented SEU robustness concept. Beside this, first performance measurements with the new readout chip are shown.

44 - The Level-1 Global Muon Trigger for the CMS Experiment

Hannes Sakulin, CERN/EP and Institute for High Energy Physics, Vienna, Austria

Anton Taurok, Institute for High Energy Physics, Vienna, Austria

Hannes Sakulin

CERN, Geneva, Switzerland / EP

Phone: +41 22 767 7372

Fax: +41 22 767 8940

E-mail: Hannes.Sakulin@cern.ch

Abstract

The three independent Level-1 muon triggers in CMS deliver up to 16 muon candidates per bunch crossing, each consisting of a measurement of transverse momentum, direction, charge and quality. The Global Muon Trigger combines these measurements in order to find the four best muon candidates in the entire detector and attaches bits from the calorimeter trigger to denote calorimetric isolation and confirmation. The design of a single-board solution is presented: via a special front panel and a custom back plane more than 1100 bits per bunch crossing are received and processed by pipelined logic implemented in five large and several small Xilinx Virtex-II FPGAs.

Summary

In order to increase efficiency and redundancy, three independent muon trigger systems are used at Level-1 in CMS: the Drift-Tube (DT) trigger in the barrel region, the Cathode-Strip-Chamber (CSC) trigger in the endcaps and the Resistive-Plate-Chamber (RPC) trigger covering the whole detector. In total, up to 16 muon candidates are delivered to the Global Muon Trigger per bunch crossing, each consisting of a measurement of transverse momentum, direction, charge and quality. The Global Muon Trigger (GMT) combines these measurements in order to find the four best muon candidates in the entire detector, which are then used by the Global Trigger in order to determine the global Level-1 decision. The muon candidates are first synchronized to each other and then matched based on their spatial coordinates. If a match between the candidates from two complementary trigger systems is found, the muon parameters are merged in order to improve the measurement. In order to suppress ghosts, and triggers from noise, candidates can be suppressed if they are not confirmed by the complementary system, based on their quality and pseudorapidity. Duplicate candidates are cancelled out in overlapping parts of the DT and CSC triggers. Finally, the muon candidates are sorted by rank to determine the most important four candidates in the entire detector. In parallel, Quiet bits and Minimum-Ionizing-Particle (MIP) bits are received from the calorimeter trigger for 288 calorimeter regions. For each muon candidate the region of passage through the calorimeters is determined by a projection logic and two additional bits are attached denoting calorimetric isolation and confirmation.

The Global Muon Trigger is situated in the Global Trigger rack in the underground counting room. It consists of four VME boards housed in the Global Trigger crate: a single 9U GMT Logic Board and three the Pipeline-Synchronizer Boards (PSB) which receive and synchronize 576 bits from the Calorimeter Trigger and send them to the logic board via the custom back-plane. The GMT Logic Board receives 544 bits of muon data from the DT, CSC and RPC triggers on 16 cables via a special front panel connected by edge connectors.  The four output muons found by the GMT are sent directly to the Global Trigger, via the back-plane.  The fully pipelined logic is implemented in five large Virtex-II FPGAs and several smaller FPGAs. In order to decrease latency all external RAMs have been removed from the design by compacting Look-Up-Tables and moving them inside the FPGAs. The Barrel and Endcap Logic FPGAs contain the matching, merging, cancel-out and pre-sorting logic. The Barrel and Endcap MIP/ISO Assignment FPGAs contain the projection tables as well as the logic that selects the Quiet and MIP bits. In the Final Sorter FPGA the muon candidates from the barrel and endcap are joined and sorted by rank. Logic for synchronization, control, monitoring and data acquisition is contained in several smaller FPGAs. In order to control and fine-tune the performance of the GMT, all Look-Up-Tables and Registers are programmable via VME.

45 - Chamber Service Module (CSM1) for MDT.

Pietro Binchi

Engineer in Research II

University of Michigan

Department of Physics

2477 Randall Laboratory

500 East University St.

Ann Arbor, MI 48109

Voice Phone: 734-936-1029

FAX: 734-936-1817

E-mail: binchi@engin.umich.edu

Abstract

CSM-1 is the second and latest version of the high speed electronic unit whose primary task is to multiplex serial data from up to 18 ASD/TDC cards located at the ends of the Monitored Drift Tubes. Each CSM will capture data from all 24 channel TDC (AMT-2 units) of a given chamber and transfer it along a single optic fiber to the MROD, the event builder and readout driver. The core of the board is a Xilinx VirtexII FPGA which will use JTAG protocol (IEEE Std. 1149.1) for logic configuration parameter loading.

Summary

CSM-1 is the second and latest version of the high speed electronic unit whose primary task is to multiplex serial data from up to 18 ASD/TDC cards located at the ends of the Monitored Drift Tubes. Each CSM will capture data from all 24 channel TDC (AMT-2 units) of a given chamber and transfer it along a single optic fiber to the MROD, the event builder and readout driver. The core of the board is a Xilinx VirtexII FPGA which will use JTAG protocol (IEEE Std. 1149.1) for logic configuration parameter loading.

CSM1 is the evolution of CSM0 module (the first prototype) and retains many of the features of that initial design. In the CSM0 the data from the TDC is grouped by event and transferred to a VME accessible FIFO. In the CSM1 the data is, instead, time division multiplexed onto an optical fiber and no event building is done: data words are sent in a polling loop sequence from Channel 0 through Channel 17, followed by a fixed spacer word.
The core of the CSM1 board is a Xilinx Field Programmable Gate Array (FPGA) of the most recent family called VIRTEXII. The FPGA used (XC2V1000) has 1 Million System Gates and allows much higher level of flexibility than the previous gate arrays: it is divided in 8 blocks which are independently powered, have their own memory, and whose I/O pins can be either TTL or CMOS, or LVDS, or PECL as needed. Moreover, it has a low voltage core supply at 1.5V. The VIRTEX FPGA's package chosen is a 1mm fine pitch ball grid array which permits in a compact design with a large number of I/O pads. The design is based on a 456 pin

package (324 of which are available for input and output) which requires only 23mm x 23mm of board space. The large number of I/O pins is needed because the CSM1 communicates with up to 18 MDT mezzanine cards in parallel. 

The CSM1 is initialized via IEEE Std. 1149.1 protocol (known as JTAG). The JTAG protocol connection provides for configuration and parameter setting. The FPGA, the configuration PROM, and the optical output link are serially connected to this JTAG chain. The configuration of the VIRTEX II FPGA is flexible and can be done either directly by the external user, through JTAG, or through the configuration data file stored in PROM. The PROM belongs to the Xilinx XC18V00 family and it can be reprogrammed up to 20,000 times. The Gigabit Optical Link chip (known as GOL) has been designed at CERN and it manages the optical transmission. It can send data up to 1.6 Gbit per second. The GOL is a multi-protocol high-speed encoding ASIC which is connected to the "physical" optic driver (Infineon V23818-K305-L17) within the CSM. The details of this design will be presented along with protocol used by the time division multiplexer.
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Abstract

A digital circuit board, using FPGA logic, is under construction to emulate the logic of the pipeline memory of the APV25 readout circuit for the CMS silicon strip Tracker. The primary function of the APVE design is to prevent buffer overflows.  It will also provide information to the Front End Drivers (FEDs) to ensure synchronisation throughout the Silicon Strip Tracker. The purpose and the functionality of the APVE will be presented along with results from simulation and operation.

Summary

The CMS Silicon Strip Tracker APV25 readout chip is designed to record analogue data at a rate of 40MHz within the CMS detector. Data are stored in analogue pipelines on the readout chip. Upon reception of a Level 1 Accept (L1A) signal from the Trigger Control System (TCS), they transfer the data via optical links to Front End Driver (FED) cards located in the CMS electronics room. The FEDs digitise the analogue data and employ fast FPGA technology to apply pedestal and noise corrections and reduce the raw data sample by cluster finding. The clustered data are then transmitted to the CMS DAQ via S-links.

The maximum average frequency of L1As will be 100 kHz (10us period) while events can be read out from the APV25 pipeline at a rate of one event per 7us. To allow for Poisson fluctuations of the First Level Trigger (FLT), buffers have been introduced both at the APV25 and the FED level. In the case of the APV25 this has been achieved by simply extending the analogue pipeline already necessary for buffering the data until receipt of a L1A. The CMS Trigger design requires that all readout buffers are monitored and that their status classification (BUSY, READY, WARNING OVERFLOW, ERROR,

OUT_OF_SYNCH) is transmitted back to the TCS. The TCS may then inhibit triggers from the FLT if the status is BUSY or take other action depending on the information it receives.

Monitoring the APV25 buffers which are located on the CMS detector poses a particular challenge because Poisson fluctuations of the FLT rate can produce L1As within time intervals which are shorter than the travel time of the monitoring signals from the CMS detector to the CMS electronics room. Therefore any fast monitoring signals coming from the CMS detector cannot usually give early enough warning that the APV25 buffers are about to overflow. This would lead to APV25 buffer overflows and loss of data. To avoid this problem, an APV25 buffer emulator board (APVE) which emulates exactly the status of the APV25 buffers is under development. The APVE will be installed in or very close to the TCS crate. Hence, it will be able to report the status of the APV25 buffers to the TCS (Trigger Control System) sufficiently fast. The APVE uses fast FPGA technology and is capable of transmitting the APV25 status to the TCS within just a few LHC clock cycles, thus ensuring maximum buffer efficiency and preventing APV25 buffers from overflowing.

The APVE will also be used to transmit a APV25 pipeline address to the FED system which can be compared with the actual ones coming from the tracker, thus providing an important verification that synchronisation has been maintained.
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Abstract

A zero-level trigger system for detecting multiple events in a bunch crossing is in development. The fraction of multiple events is high and a veto on them  frees bandwidth for lowering cuts of zero-level hadronic triggers. The detection is performed by histogramming hit combinations of 2 dedicated Silicon-detector planes and selecting vertex peaks using Mgate Xilinx FPGA's. Details of the logic and further implementation are given in the presentation.

Summary

Two dedicated planes with Silicon-strip detectors providing r- coordinates are placed in the backward direction inside the vertex tank. The digital signals from the comparator stages of 16 Beetle chips on each hybrid are buffered at a Repeater Station on top of the vertex tank and led to a LVDS to Optical Transceiver Station several meters away. Behind the shielding wall at 70 m the receiver ends of the optical links are located. There the serialised data are fanned out again. All VETO trigger logic is located behind the wall to avoid radiation-induced effects.
The output lines of the Beetle chip are LVDS conform. Provided the optical transmission boards can be placed nearby in an almost radiation free environment, an active repeater stage can be omitted. Otherwise the Repeater Station will house modules with radiation hard LVDS drivers to bridge the additional distance.  Optical transmission over optical ribbons (as selected for the Level0-Muon trigger system) has been chosen as baseline solution for transporting the signals to the VETO-system.
The heart of VETO system is formed by the Vertex Finder Boards. In total 5 Vertex Finder Boards are planned to be used. Four of them handle subsequent events. The fifth one is a spare processor board that can be used for checking the results of the others. Algorithms for different geometric configurations will be pre-programmed and loaded on demand in the Mgate Xilinx FPGA's.

The system main task is to identify whether there are 1,2 or more vertices per bunch crossing. A correlation map is made of the hits of the 2 detector planes. Then the entries are summed per origin region. A peak search in the resulting histogram provides a first vertex. After removing the entries associated with this vertex a second search is performed. The output of the system indicates the global level-0 trigger the presence of multiple interactions. The processing time allowed is about 2 microseconds of the total L0 latency of 4 microseconds. Because of the required overall 40 MHz speed carefully designed pipelined processing is essential.
Envisaged is to use for the other detector and control data as much as possible standard components of the VELO first-level system and the central DAQ system. An ODE Digitiser board will be used for the Beetle output to central DAQ, either in selectable binary or analog readout mode. The use of the VETO system as a luminosity monitor requires dedicated output paths.

For a prototype Vertex Finder VME-board the veto algorithm  has been described in VHDL.  Two Xilinx XCV3200E chips running at 40 MHz are applied. An additional VME-board is used for test pattern generation. The routing of such a processor board with large FPGA's with 256 differential input and output pairs is complicated.
In the contribution an overview of the system will be presented. Apart from the veto task the system also should monitor the luminosity and interaction profiles. This will be discussed as well.

48 - The CCU25: a network oriented Communication and Control Unit integrated circuit in a 0.25 um CMOS technology.
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Abstract

The CCU25 is the core component of a newly developed field bus intended for the slow control, monitoring and timing distribution for the CMS silicon tracker.

As no commercial component could satisfy all requirements of radiation hardness, functionality and electrical properties, a new component has been developed.

Its architecture has been inspired by commercial token-ring type topologies. Each CCU25 contains various types of peripheral controllers and has dual network input and output ports allowing the cabling of a redundant network.

Inside the chip, critical circuitry is tripled and a majority voting scheme is used to cope with errors caused by radiations. 

The design was fabricated with a library in rad-tolerant 0.25μm CMOS developed at the CERN it contains 50.000 cells and has 196 I/O pads for a die-size of 6x6mm. 

The detailed functionality is described and first prototype usage is reported.

Summary

This paper reports on a circuit intended for the slow control, monitoring and timing distribution for the CMS silicon tracker.

The network architecture of the CCU25 has been inspired by commercial token-ring type topologies and is optimized for a ring network working at 40 Mbit/s. This is necessary as the network carries also the LHC synchronous clock information, the Level 1  trigger signal and the synchronous Reset to the front-end electronics. Each node in a ring is able to control various types of peripherals, such as 16 I2C masters ports with several operating modes, a 4 byte-wide bi-directional static interface, a memory interface with 16 bit address and 8 bit data, a JTAG master and a trigger control block. The chip is therefore very flexible and usable as a generic embedded network controller in a number of different applications.

In a system, a 7 bit address is assigned to each CCU25 thus allowing to create rings of up to 127 nodes.

During the design of the architecture, special emphasis was put on the design of a very robust architecture, therefore redundancy has been a primary requirement.  Every CCU25 has two network input ports and two network output ports allowing the cabling of a dual redundant network topology. This allows to isolate and bypass any defective element. 

Inside the chip the network critical circuitry is tripled and a majority voting scheme is used to cope with sporadic errors caused by radiations such as Single Event Upsets (SEU). All non-critical registers include instead a parity bit to be able to discover errors. State machines are also encoded as one-hot FSM, to allow easy detection of abnormal states.

This circuit was completely synthesized with a commercial synthesis tool using an RTL description written in Verilog. The implementation was mapped to a standard cell library in rad-tolerant 0.25μm 3-metal CMOS developed at the CERN.  The CCU25 contains more than 50.000 cells and has 196  I/O pads for a die-size of 6x6mm and it consumes about 300 mW when operating the network at 40 Mb/sec. Performance and results will be fully reported. The circuit is currently used in the CMS tracker read-out chain, where it is controlled by a network master located on a PCI card and fully supported by a Linux device driver abstracting the complication of the low level layers network interface from the final user.

49 - Design and Performance of the CMS Pixel Readout Chip          

Hans-Christian Kaestli 

Paul Scherrer Institut, Switzerland

Readout chips for pixel detectors at LHC are exposed to enormeous fluence rates that are in the range of 2*10^7 particles per second and cm^2. The architecture of a pixel readout chip must be chosen such, to have minimal data losses even at these enormous data rates. The CMS pixel readout chips is based on a Column Drain Architecture that should have the necessary performance. We present the design and measured performance of the final CMS pixel chip in DMILL technology. The measurements in a high rate LHC-like testbeam will be shown, where the data losses of a bump-bonded pixel chip as a function of particle fluence has been studied.
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Abstract

The first boards of the production version of the Front-End Driver (FED) card for the CMS silicon tracker are now being manufactured. The primary function of the FEDs in the tracker readout system are to digitise and zero-suppress the multiplexed data sent on each first level trigger via analogue optical links from on-detector pipeline chips (APV25). This paper outlines the design and describes in detail the implementation of the 96 ADC channel, 9U VME form factor, FED. In total, 450 FEDs will be housed in the counting room to readout the 10 million readout channels of the CMS tracker.

Summary

The CMS silicon micro-strip tracker has approximately 10 million readout channels. The tracking readout system employs approximately 450 off-detector Front-End Driver (FED) cards. The FEDs digitise, zero-suppress, format and buffer the analogue data sent via optical links from on-detector pipeline chips (APV25) on receipt of each first level trigger. Prototypes of the FED, with restricted functionality and reduced number of channels, have previously been used for silicon detector prototyping and in beam tests. The final production version of the FED, described in this paper, will have 96 ADC channels in a 9U VME form factor. Multiplexed analogue optical data are converted in Opto-Receiver modules before analogue processing and digitisation. At the expected CMS trigger rates, the total input data rate on each FED will be approximately 3 GBytes/sec. This data rate must be reduced by at least an order of magnitude before it is passed to the central data acquisition system. Field Programmable Gate Arrays (Xilinx Virtex II family) are employed for digital processing functions. The latter devices are in-situ programmable via VME and JTAG. Each FED has a TTCrx interface to the global trigger and timing system. The fast link to the data acquisition system is via an S-LINK64 interface card housed on a 6U rear  transition module. The control and local monitoring paths are provided by the VME bus. The production FEDs have to meet tight budgetary constraints whilst maintaining a high degree of  data processing flexibility. The latter is necessary as the demands on the clustering algorithms may not be fully known until the experiment is in operation. The design is highly modular and has been  implemented to minimise manufacturing costs. The FED has also been designed with the needs of large-scale production testability in mind. The first boards of the production version of the FED are now being manufactured and will soon be under test. This paper concentrates on the implementation of the FED design.  
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Abstract

The Level-1 Calorimeter Trigger consists of a Preprocessor, a Cluster Processor (CP), and a Jet/Energy-sum Processor (JEP). The CP and JEP receive digitised trigger-tower data from the Preprocessor and produce trigger multiplicity and region-of-interest (RoI) information. The CP Modules (CPM) are designed to find isolated electron/photon and hadron/tau clusters in overlapping windows of trigger towers. Each pipelined CPM processes a total of 280 trigger towers of 8-bit length at a clock speed of 40 MHz. This huge I/O rate is achieved by serialising and multiplexing the input data. Large FPGA devices have been used to retrieve data and perform the cluster-finding algorithm. A full-specification prototype module has been built and tested, and first results will be presented.  

Summary

The ATLAS Level-1 Calorimeter Trigger system consists of three subsystems, namely the Preprocessor, electron/photon and tau/hadron Cluster Processor (CP), and Jet/Energy-sum Processor (JEP). The CP and JEP will receive digitised calorimeter trigger-tower data from the Preprocessor, and will provide trigger multiplicity information to the Central Trigger Processor via Common Merger Modules (CMM). Using Readout Driver (ROD) modules, the CP and JEP will also provide region-of-interest (RoI) information for the Level-2 trigger, and intermediate results to the data acquisition (DAQ) system for monitoring and diagnostic purposes.

The CP system has to process 6400 trigger towers. A Cluster Processor Module (CPM) has been designed to process 280 trigger towers. To receive 8-bit parallel data from all of those trigger towers would require 2240 connections. This would be clearly impractical, so the scheme is to transport the data in high speed serial format. In addition, a multiplexing scheme has been implemented to further increase the number of trigger towers per link. This is possible due to the nature of the Bunch Crossing IDentification (BCID) algorithm, which leaves adjacent time-slices empty. 

LVDS deserialisers receive the 400 Mbits/s input streams. In order to process overlapping 4x4 trigger-tower windows, massive fanout of data is required, both on each CPM and to its immediate neighbours. Twenty FPGAs per CPM convert the parallel input data to a 160 Mbit/s single-ended serial format for use on the CPM, and via a custom-built backplane to its neighbours. Eighty-four trigger towers, of both e.m. and hadronic data, must be handled to implement electron/photon and tau/hadron cluster-finding algorithms in a single chip that processes eight overlapping trigger-tower windows. Virtex-E FPGA technology has been chosen to implement the code in this so-called CP chip. The algorithms could be upgraded or rewritten in the future to add trigger capabilities. Each CP chip flags which e.m./tau thresholds, among 16, have been passed by an isolated cluster. Regions of Interest are available as output for the Level-2 trigger. Eight CP chips are necessary to fully process all the trigger towers of one module. Firmware has been written and tested successfully, showing comfortable latency. 

Two streams of data are output from the CPM : 

Realtime data: an additional FPGA calculates the multiplicity of each threshold passed by the eight CP chips and results are sent through the backplane to two CMMs, which between them sum the total multiplicity of each of the 16 cluster thresholds over the 14 CPMs in each crate.

 Time Slice Data: from two additional FPGA devices, DAQ and RoI data type are formatted and sent to the ROD modules via G-link.

A full-specification prototype CP module has been implemented on a 9U board and one of them has been manufactured successfully early this year. Intensive tests have been performed with the custom-built backplane. Although tests have been performed with data loaded inside internal memory of some chips, Data Source Sink Modules (DSS) were used to transmit and recover sampled data. Supplementary daughter cards have been designed to populate the DSS to match speed and signal type delivered/received to/from the CPM. A C++ package has been developed in order to simulate data expected inside the board and through the system test. This software tool enables us to verify and debug data during testing.

Similar tests are being done in parallel with other boards of the trigger system. The goal is to realise a full test bench holding 1/14 of the Level-1 Calorimeter Trigger by the end of this year.

52 - Test and Evaluation of HAL25: the ALICE SSD Front-End Read-Out Chip

Christine HU

Abstract

The HAL25 is a mixed low noise, low power consumption and radtol ASIC intended for read-out of Silicon Strip Detectors (SSD) in the ALICE tracker. It is designed in a 0.25 micron CMOS process. 
The chip contains 128 channels of preamplifier, shaper and a capacitor to store the charge collected on a detector strip. The analogue data is held by an  external logic signal and can be serially read out through an analogue multiplexer. A slow control mechanism based on JTAG protocol was implemented for a programmable bias generator, an internal calibration system and selection of functional modes.

Summary

The HAL25 chip is a mixed analogue-digital ASIC designed for read-out of Silicon Strip Detectors (SSD) in the ALICE tracker. It is designed with special rardtol design technics in a commercial 0.25 micron CMOS process to meet the demands of low noise, low power consumption and radiation hardness.
HAL25 contains 128 channels of preamplifier, shaper and a capacitor to store the charge collected on a detector strip. The data is held by an external logic signal and can be serially read out through an analogue multiplexer at 10 MHz.
The chip is programmable by the JTAG protocol which allows:

- to set up an adjustable bias generator which tunes the performances of analogue chains;

- to drive the internal calibration system which sends a calibrated pulse to the inputs of selected chains;


- to perform boundary scan.
For the SSD layers, the ALICE experiment needs a readout circuit having very large dynamic range (+/-15 Mips) with good linearity and an adjustable shaping time from 1.4 us to 2.0 us. This is a challenge for such a circuit designed in a deep submicron process operated at only 2.5 V which is at the edge of the use of standard analog design techniques.
This paper will presente a summary of the 2nd version design of HAL25, results from measurements on test-bench, results of irradiation tests. Simulations and test-bench results on Pile up phenomena will be also discussed.
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Abstract

A monolithic prototype for the analogue readout of the Scintillator Pad Detector (SPD) of the LHCb Calorimeter is presented.. A low power version that works at 3.3 V has been designed using the 0.8 um-BiCMOS technology of  AMS. It consists on a charge iscriminator with a dual path structure formed by an integrator, a track and hold, a substractor and a comparator.  Each circuit has 8 full channels. The resolution of the system is about 5fC and the bandwidth is 200MHz. The chip also includes a DAC and serial digital control interface to program the threshold of the discriminator. Design, simulation and test results for different version of the circuit will be described.

Summary

The Scintillator Pad Detector (SPD) \cite{tdr} is part of the Calorimeter system. The SPD is designed to distinguish electrons and photons at the L0 trigger level for LHC at the bunch crossing rate (BC) which is 40 MHZ. 

The SPD is a plastic scintillator layer, divided on 6000 cells (of 4x4 cm at inner part and 12X12 cm at outer part). Charged particles will produce, and photons will not, ionisation on the scintillator. This ionisation generates at the plastic scintillator a blue light pulse that is collected and converted in green light by a Wave Length Shifting (WLS) fibre that is twisted inside the scintillator cell. This light is transmitted by a clear fibre to an electronic system. On the electronic system a 64 anode photomultiplier (Hamamatsu R7600-M64) converts the light to current pulses. The goal of the analogue circuit is to process this signal to determine if it corresponds to a photon or to an electron, because only signals coming from electrons represent interesting events.

The discriminator has a dual path architecture has been chosen in order to avoid any dead time. Besides such architecture allows for an simple solution to correct the pile-up (when the response of a detector is slower than the BC rate the signals of two consecutive events will be overlapped). Thus, while a channel path is active the other one is being restored to initial conditions. In order to reduce common mode noise the circuit is fully differential. 

Because the input signal shape is non-reproducible and to optimise the energy resolution, the signal coming from the photomultiplier has to be integrated rather than just considering its maximum value. Therefore, the input device of the discriminator is an integrator circuit with an input preamplifier. Each path of the discriminator is controlled by an opposite phase of 50 ns clock (twice the BC). Possible pile-up is corrected by subtracting a fraction of the integrated signal in the present clock-cycle from the signal to be integrated in the next BC period. For this purpose, the signal integrated in the present clock-cycle is stored in a track and hold. After  subtraction, the signal is compared to a threshold value established in the comparator. Finally, after the comparators, a multiplexer is added to change the path of the signal in each 50 ns clock cycle. 

The fraction of signal from the previous period that is substracted for pile-up compensation, is controlable between 0 and 50% through an electronically tunable MOS transconductor. The threshold of each subchannel is fixed by an internal 7 bit multiplier Digital to Analog Converter (DAC) which is controlled through a serial interface.

The final version of te chip was submitted to the run of May 2002. This version operates at 3.3V with a power conssumption of about 75mW/channel. The resolution according to simulations and previous measurements would be 5fC and the bandwidth 200 MHz. Measurements on linearity, resolution, bandwidth and matching for previous versions of the discriminator and its building blocks are included.
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Abstract

This works describes the general requirements and present hardware solution of the Read Out Driver for the ATLAS Tile Calorimeter. The developments currently under execution include the adaptation and test of the LiAr ROD to TileCal needs and the design and implementation of the PMC board for algorithm testing at ATLAS rates.The adaptation includes a new transition module with 4 SLINK inputs and one output which match the initial TileCal segmentation for RODs. We also describe the work going on in the design of a DSP-based PMC with SLINK input for real time data processing to be used as a test environment for optimal filtering.
Summary

The work we would like present is included in the studies and development currently carried out at the University of Valencia for the Read Out Module (ROD) of the hadronic calorimeter TileCal of ATLAS.

TileCal is the hadronic calorimeter of the ATLAS experiments. It consists, electronically speaking, of 10000 channels to be read each 25 ns. Data gathered from these channels are digitised and transmitted to the data acquisition system (DAQ) following the assertions of a three level trigger system.

In the acquisition chain, place is left for a module which has to perform pre-processing and gathering on data coming out after a good first level trigger before sending them to the second level. This module is called the Read Out Module (ROD).

For the reading of the channels we are working on a baseline of 64 ROD modules. Each one will process more than 300 channels. The studies currently going on at Valencia focus on the adaptation of the second prototype of the LiArg ROD to TileCal needs.

For each particular detector, some pre-processing could be done at ROD level. For TileCal, RODs will calculate energy and time for each cell using optimal filtering algorithms besides evaluating a quality flag for the pulse shape (2). RODs will also do the data monitoring during physics runs and make a first pass in the analysis of the calibration data leaving the complete analysis to the local CPU of the ROD crate.

The transition module is a modified version of the one used by LiArg that includes 4 input SLINK channels in PMC format and 1 GLINK output integrated in the PCB. The PMC input channels are capable of reading 4x32 bits at 40 MHz and allow us to test different input technologies. The output will also run at 40 MHz with a data width of 32 bits.

On the board there are also 4 input FIFOs, 4Kwords each, to accommodate the differences between input speed and processing on the FPGAs.

Parallel to these activities we are also involved in the design and development of the DSP based PMC card with SLINK input for testing the optimal filtering algorithms on a commercial VME processor.

The basic idea is to have a PMC with SLINK input capability and with some intelligence deployed on a FPGA and a TI 6X DSP.

For the DSP we are currently designing for the TMS320C6205 which includes a PCI interface that save us the task of implement this interface on a FPGA. For the FPGA we are designing with XILINX X2CS100 device.

The DSP will load TTC data (BCID, EventID and Trigger Type) using two serial channels to make the data integrity operation and output data formatting, while the FPGA will take care of the SLINK interface, data reordering, BCID sequence check and the EMIF communication with the DSP.

55 - The electronic stability of silicon front-end hybrids

Henk Z. Peek, NIKHEF, Kruislaan 409, 1098 SJ Amsterdam, Netherlands

henk.peek@nikhef.nl
NIKHEF, Kruislaan 409, 1098 SJ Amsterdam, Netherlands

PB 41882, 1009DB Amsterdam, Netherlands

Tel : +31 20 5922175

Fax : +31 20 5925155

Abstract

This paper analyzes the electronic stability of current silicon front-end hybrids. Ground foil AC power summation delivers the additional amplification of the front-end chips analog input signals, in order to start oscillation when the number of operating front-end chips is greater then an critical number. General solutions are givens to start a discussion. Experience with easy to use and difficult to use front-end chips is given. A requirement for the design specification of front-end chips is made.

Summary

Multichannel front-end hybrids are build as modules. The electronic stability of front-end modules is not well understood. Oscillation is mostly the source of the instability. There are often different oscillating loops active. Practically, the oscillations are very complex. The power distribution and ground system are the major common part of the circuit and always play a dominant role in the oscillation.

The electronic printed circuit of a hybrid is mostly made of a multilayer Kapton printed circuit. The ground and power distribution are very wide foils on adjacent layers. The small distance between the layers creates a very low ohmic transmission line between the ground layer and power distribution layer. It is very difficult to decouple such a low ohmic power distribution. Practically, the attenuation of the decoupled power distribution transmission line is so low that the power supply current modulation of a front-end chip is only partly supplied by the local decoupling capacitor(s). The other fraction is supplied by the remaining power decoupling capacitors. These creates AC currents through the ground and power foils and generates an AC voltage gradient over the ground and power distribution foils. In the case when only a single front-end chip is operating, the ground foil AC currents does not affect the operation of the hybrid. But when many chips are operating at the same time, the power supply current modulation of all operating front-end chips are summed up in the ground and power foils. This ground foil AC power summation delivers the additional amplification of the front-end chips analog input signal, in order to start oscillation when the number of operating front-end chips is greater then an critical number.

In many front-end systems the ground system AC power summation creates a big scaling problem. Every front-end system, above a critical size, starts to oscillate. when you do not break the ground system AC power summation, There are more possible solutions than I can describe in this paper. I just give a few general solutions to start a discussion.

Create no (large) AC currents in the critical parts of the ground system.

-
Carefully plan the layout of the ground system.

-
Balance output signals

-
Decouple power supplies locally by putting enough impedance in the power


distribution system. All the power supply current modulation must be delivered 

by the local decoupling capacitor(s). A power-plane does not deliver enough impedance in the power distribution system.


Use small traces, with enough width, to deliver the supply current to the


local decoupling capacitor(s) or use small chokes in the power supply system.

Due to carefully planning we have designed a single sided Kapton circuit for the electrical circuit of the Alice Silicon Strip Detector hybrids, which is a doubled sided very low mass detector module with 768 channels on each side.

But there are front-end chips which are much more difficult to use: e.g. the ABCD chip that is used in the ATLAS SCT. The prototype SCT silicon detector modules have been extensively tested. The modules are functional, but under certain situations they show up some instabilities. Different groups within the collaboration are working on the stability problem. At NIKHEF it has been shown that noise entering the power distribution from the digital logic was a source of the instability. Extra decoupling of the power distribution was required. The biggest problem was finding space for the surface mount components. There was no space on the Kapton hybrid, and designing a new 4 layer Kapton circuit would take too much time and cost too much. Instead, we used a small (5 mm x 6 mm) Kapton circuit, which was glued directly on the active part of the ABCD Integrated Circuit. The mini-kapton has a single copper layer with electrical connections to the chip made by wire bonding. 

Modification of a module with short silicon wafers was very successful, resulting in the first stable short-wafer module. The same recipe was tried on a long silicon-wafer module, which considerably reduced the instabilities but unfortunately failed to cure them. More work is needed to solve this problem, including the development of a new six-layer hybrid, with good results in initial tests. 

But why is it so difficult to build a stable SCT hybrid? One of the problems is the large digital power supply current modulation of the 128 channel comparator circuits of the ABCD chip. The first comparator stage is a bipolar balanced transistor stage. The next three gain stages are not balanced and use small CMOS inverters. The input signal to the first CMOS inverter is a small signal. When the difference between the detector signal and the comparator is smaller than 1.5 MIPS, one or more inverters remain at last a few hundred nanoseconds in the linear region. The quiescent current, of the CMOS inverters in the linear region, is the source of the large supply current modulation of the ABCD chips. 

Designing a front-end chip is not an easy task. Practice has showed that it is very difficult to design stable hybrids with front-end chips with a large power-supply modulation.This paper shows that minimizing supply current modulation of front-end chips is one of the requirements for building front-end hybrids.


56 - SiC Pressure Sensors Radiation Hardness Investigations
A.Y.Nikiforov, P.K.Skorobogatov

Specialized Electronic Systems

31 Kashirskoe shosse, Moscow, 115409, Russia,

E-mail: pkskor@spels.ru
Abstract

Radiation investigations of SiC-based pressure sensors were carried out. It was experimentally shown that these devices are more thermal stable and radiation hard as compared to the Si-based pressure sensors. It is connected with the basic physical properties of SiC such as wide bandgap, high thermal conductivity etc. The theoretical investigations were performed to explain the experimentally measured radiation hardness of SiC pressure bridge under dose rate, total dose and neutron flux irradiation. The good agreement between theoretical and experimental data confirms the high potential of SiC devices for harsh 

applications

Summary

Silicon Carbide (SiC) is an advanced material for harsh applications [1]. SiC-based resistive bridge circuits are widely used as pressure sensor components [2] in space, experimental physics, and other applications with radiation hardness requirements. It was experimentally shown that these devices are more thermal stable and radiation hard as compared to the Si-based pressure sensors. The measured SiC bridge disbalance voltage residual deviations from the initial values did not exceed 2% after the dose rate 5.1010 rad(Si)/s, total dose 106 rad(Si)/s and neutron flux 1013 n/cm2 irradiation. The voltage shift after all influences did not exceed 22% of the initial value in -60...+125oC temperature range [3]. The theoretical investigation of SiC sensors radiation behavior was performed using "DIODE-2D" simulator [4]. The "DIODE-2D" is the two-dimensional solver of the fundamental system of equations. It takes into account carrier generation, recombination and transport, optical effects, carrier's lifetime and mobility dependencies on excess carriers and doping impurity concentrations. All of parameters are temperature dependent. The simulator was modified to correspond the physical and electrical properties of 6H-SiC. The results of dose rate SiC sensor behavior modeling confirmed the experimentally observed low level of disbalance voltage transient shift amplitude (less than 2,5 mV under 22 ns gamma pulse up to 2.1010 rad(Si)/s) and voltage transient shift duration (less than 100 ns under the same conditions). It is connected with two basic properties of SiC: high bandgap and low level of minority carriers lifetime. Due to high bandgap the ionization factor for 6H-SiC is at least twice less as compared to the equivalent for Si. The small minority carriers lifetime (near 10 ns) provides fast recombination and short period of transient output voltage shift. The SiC-based pressure sensors sensitivity to neutron flux is defined by carriers removal due to atomic displacement. The relatively high value of mean displacement threshold energy (near 21.8 eV) 

ensures the SiC devices additional advantage before Si. The initial carriers removal rate used in numerical estimations (near 3,5 1/sm  [5]) provides a good agreement with experimental data. As a result the numerical modeling SiC-based pressure is in a good agreement with experimental data and confirms their potential radiation hardness for harsh applications.
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Abstract

The natural diamond detector was used for monitoring of heavy ion beams and to measure the spectra of alpha-particles. The fluencies of alpha-particles and Zn-ions up to 109 particles/mm2 didn't produce any visual distortions in the shape of particles energy spectrum

Summary

The main problem to use the semiconductor detectors for monitoring of high charged particles (electrons, heavy ions) beams and high intensity photon fields is the radiation influence on detector materials. In order to measure the total fluence of charged particles irradiation we used the natural diamond detector. The used material for detector was AII-group monocrystal of diamond with the size of 3x3 mm2 and 0.3 mm thickness. The concentration of nitrogen atoms in the volume of sample was ~ 10 17 atoms per cm3. The injecting contact of detectors to except the polarisation effects was produced or by introducing the implantation ions or by covering one of the side of Si02 thin layer. Two types of surface contacts are used: i) for B (or P) - implanted detectors - the gold contacts for all sides, and ii) for Si02-covered detectors - the Mo-contact for the Si02-side and Al-contact for another side. The fluence of alpha-particles up to 109 alpha's/mm2 didn't produce any visual distortions in the shape of alpha-particles energy spectrum from 238Pu. The counting rate was constant also. The energy resolution of diamond detectors was  ~ 4 % at 5,5 MeV-line of 238Pu. One of our detectors was used in experiments on UNUILAC in GSI. The total fluence of Zn-ions at energies ~ 50 MeV/nucleon before the polarisation effect is observed was ~ 109 ions/mm2. The investigations have confirmed the possibility of natural diamond detector for monitoring of high charged particles (electrons, heavy ions) beams and high intensity photon fields.
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Abstract

Electromagnetic compatibility (EMC) is concerned with the generation, transmission and reception of electromagnetic energy. These three aspects form the basic framework of any EMC design. 

CMS experiment is a very complex system. Millions of low-cost acquisition channels using very low-level signals have to work inside magnets and under radiation. This front-end electronics constitutes the sensitive receptor in the EMC model.

Noise can be coupled to the sensitive electronics through conductive or radiation paths. The former constitutes the most important coupling mechanism and some EMC tests are necessary to qualify the immunity of the different parts of the front-end electronics. Sets of tests to measure the common mode noise and differential mode noise sensitivities of the front-end electronics are described. Also test to measure the immunity to transient perturbations are included. These tests are of major importance to define a map of electromagnetic (EM) emission and susceptibilities to integrate the detector in a safe way.

Summary

Electromagnetic compatibility (EMC) between different electronic sub-systems of the CMS detector is an important goal of the detector integration. This analysis involves the study of sensitivity and immunity of FEE circuits, EM emission and coupling among different electronic systems and EMC test to characterize all the parts. This paper presents a description of basic tests to be performed on FEE prototypes and power supplies before they are committed for final production. Also it focuses on the test layouts and the instruments necessary to perform such studies.

It is important to describe the EM environment of CMS to determinate in advance and solve problems related with electromagnetic interference (EMI). Part of this study in funded in EMC tests on final electronics prototypes to define the emission and immunity of the different parts to be integrated into the detector. 

Due to the level of signals involved and the acquisition frequency clock of 40Mhz, signals that will interfere with the front-end electronics have a frequency spectrum lower than 40Mhz. This makes both the conductive and near EM field coupling mechanisms the fundamental one to generate interference among the different electronics systems. To address the conductive noise coupling, common mode (CM) and differential mode (DM) test are going to be performed on the front-end electronics and power supplies, while the near EM fields are characterized by transient tests.

The aim of the CM and DM noise tests is to get threshold levels in the front-end electronics for all the frequency range. In this test, DM and CM noise signals at different frequencies are coupled through the power supply cables and signal cables and the output noise is measured using the acquisition system. It is important to perform the tests based on a reduce system with a configuration as close as possible to the final one. A complementary test is the measurement of CM and DM conductive noise of power supplies that feed the front-end electronics. To make compatible both tests, especial care will be taken on the common impedance connecting both parts: the front-end electronics and the power supply. In general, this common impedance is estimated or measured and included in the circuit under test using a line impedance network stabilization (LINS) especially designed based on the above information. All these tests constitute the basis to characterize the compatibility of the system operating in steady state, without considering dynamic load variations or transients.

To qualify the compatibility of the system under dynamic or transient conditions other set of tests are necessary. These are designed to analyze the susceptibility of the FEE to conductive and near field emissions.  These emissions can induce not only transient deterioration of the FEE performance but also catastrophic failures as over-voltage in the power supply lines. To characterize the immunity of the electronic system to transients, electrical fast transient and voltage drop test are performed on the power supply cables of the FEE. The procedure to be followed during theses tests is close to the one recommended by the IEC 1000-4 standard and the signal level to be applied will depend on the environment conditions surrounding the electronic sub-system. 

The proposed methodology constitutes only a part of the EMC analysis to be performed before the detector integration. Additional studies about grounding and shielding, cabling grouping and layout are necessary to address a vast number of compatibility issues. The number of EMC problems involved in the integration of CMS presents a challenge in the characterization of each electronic subsystem and, at the present, surpasses the possibility of conclusive studies for the entire detector.
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Abstract

The readout of the ATLAS SCT and Pixel detectors will use optical links, assembled into harnesses. The final design for the on-detector components in the barrel SCT opto-harness is reviewed. The assembly procedures and test results of the pre-series opto-harnesses are summarised. The mechanical and electrical QA that will be used in production are explained. First results are given for the new 12 way VCSEL and PIN arrays to be used for the off-detector opto-electronics. The design of the off-detector ASICs is described and test results from the production wafers are given.

Summary

Tests of Pre-series prototypes of the ATLAS SCT Optical Links

Optical links will be used in the ATLAS SCT and Pixel detectors to transmit data from the detector modules to the off-detector electronics and to distribute a subset of the Timing, Trigger and Control (TTC) data from the counting room to the front-end electronics. The links are based on VCSELs and epitaxial silicon PIN diodes operating at a wavelength of 850 nm. 

The radiation hardness and lifetime after irradiation have been extensively studied for the on-detector components. Final results for the radiation hardness of the on-detector VCSELs are presented. The results for the radiation hardness qualification of the production wafers of the on-detector ASICs (DORIC4A and VDC) are also summarised.

The final design of the barrel opto-harness, which provides the optical read out and power distribution for the front end SCT modules, is discussed. One such barrel harness is required for 6 SCT modules. 9 pre-series barrel opto-harnesses have been assembled and tested. The assembly procedures and the test results are described. The thermode soldering technique for joining the low mass aluminium power tapes (LMTs) to PCBs is described and the results of accelerated aging tests of the soldered LMTs are given. 

The clearances between parts of the opto-harness and the SCT modules are very small, therefore great care has been taken to minimise the dimensions of critical components. A rigorous mechanical QA will be used during production to ensure that all the produced harnesses will lie within the allowed space envelope. The opto-electrical QA will also be discussed.

One of the pre-series barrel opto-harnesses will be used for destructive testing in order to verify the reliability of all aspects of the design. The other 8 harnesses will be mounted on a carbon fibre test sector, together with the support brackets, cooling tubes and SCT modules in order to make as realistic a model as possible for the final SCT barrel system. The grounding and shielding philosophy for the barrels will be finalised at this stage. 

The off-detector opto-electronics consists of arrays of 12 VCSELs and epitaxial silicon PIN diodes.  A novel packaging technique allows for a quick and simple assembly of these arrays into devices which have guide pins to allow for the connection of 12 way fibre ribbons terminated with MT12 connectors. Test results from these new arrays will be presented. The off-detector ASICs DRX-12 and BPM-12 are described. The DRX-12 is a 12 channel discriminator, designed to receive 12 channels of 40 Mbits/s data. The BPM-12 has 12 channels performing bi-phase mark encoding to send the 40 MHz bunch crossing clock and the 40 MBits/s TTC data to each SCT module. The test results from the final production wafers of the DRX-12 and BPM-12 ASICs are given.
60 - Radiation-Hard ASICs for Optical Data Transmission in the ATLAS Pixel Detector

K.E. Arms, K.K. Gan, M. Johnson, H. Kagan, R. Kass, T. Rouben, C.Rush,

S. Smith, M. Zoeller,

Department of Physics, The Ohio State University, Columbus, OH 43210, USA

J. Hausmann, M. Holder, M. Kraemer, A. Niculae, M. Ziolkowski,

Fachbereich Physik, Universitaet Siegen, 57068 Siegen, Germany

Abstract

We have developed two prototype radiation-hard ASICs for optical data transmission in the ATLAS pixel detector at the LHC:  a driver chip for a Vertical Cavity Surface Emitting Laser (VCSEL) diode for 80 Mb/s data transmission from the detector, and a Bi-Phase Mark decoder chip to recover the control data and 40 MHz clock received optically by a PIN diode.  We have successfully implemented both ASICs in 0.25 micron CMOS technology using enclosed layout transistors and guard rings for increased radiation hardness.  We present results from recent prototype circuits and from irradiation studies with 24 GeV protons up to 50 Mrad.

Summary

The ATLAS pixel detector consists of three barrel layers and three forward and backward disks which provide at least three space point measurements.  The low voltage differential signal (LVDS) from the pixel detector is converted by the VCSEL Driver Chip (VDC) into a single-ended signal appropriate to drive a Vertical Cavity Surface Emitting Laser (VCSEL).  The optical signal is transmitted to the Readout Device (ROD) via a fibre. The 40 MHz beam crossing clock from the ROD, bi-phase encoded with the command signal to control the pixel detector, is transmitted to a PIN diode via a fibre. The PIN signal is decoded using a Digital Opto-Receiver Integrated Circuit (DORIC).

We have implemented the VDC and DORIC circuits in standard deep submicron (0.25 micron) CMOS technology.  Employing enclosed layout transistors and guard rings, this technology promises to be very radiation hard. Three deep submicron prototype runs of the VDC and DORIC circuits have been received between summer of 2001 and early 2002.

Over the course of the three submissions, the VDC's total current consumption has been reduced and the current consumption between the bright and dim states of the VCSEL diode have been made more constant. The most recent VDC circuits meet the specifications with rise and fall times below 1 ns.

In the DORIC circuit, a feedback loop with a large time constant was added to fully cancel the offsets at its differential gain stage which vary from chip to chip.  Further, the gain of the DORIC pre-amp was lowered and the layout carefully examined to minimize the coupling of digital signals into the pre-amp.  In the third deep submicron submission, the differential pre-amp was replaced by a single-ended pre-amp.  This allows for the PIN diode to be biased directly, keeping the up to 10 V high bias voltage off the DORIC chip.  Both versions of the pre-amp allow the DORIC circuit to decode control data and clock correctly down to PIN diode currents of roughly 25 microamps, meeting the requirement of PIN current thresholds below 40 microamps.  The duty cycle and timing errors of the recovered 40 MHz clock are also within specifications.

The most recent deep submicron submission of the VDC and DORIC in April 2002 includes four channel versions of both circuits and further improvements to both.  Results from this most recent submission will be available by summer 2002.

We have irradiated 13 DORICs and 13 VDCs from the first 0.25 micron submission with 24 GeV protons at CERN in September 2001 up to a dosage of 50 Mrad.  We observed no degradation in the amplitude and clock duty cycle of the output of the VDC.  For the DORIC, the PIN current threshold for no bit errors remains constant except for one die which requires a much higher threshold one month after the irradiation.  It is unclear whether the observed degradation on one chip is due to radiation or mishandling. If the degradation is due to mishandling, then the 0.25 micron process appears to have the radiation hardness required for the ATLAS pixel detector. We plan to irradiate additional VDC and DORIC circuits from more recent submissions in the summer of 2002 to ensure the radiation hardness of the final designs.

In summary, we have developed prototype circuits of the VDC and DORIC in deep submicron (0.25 micron) technology using enclosed layout transistors and guard rings for improved radiation hardness.  The prototype circuits meet all the requirements for operation in the ATLAS optical link and further appear to be sufficiently radiation hard for ten years of operation at the LHC.
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Abstract

S-LINK is an interface specification for a link that can move data at a speed of up to 160 MB/s. In most applications and test systems the data has to be moved to a PCI based computer. An overview of the evolution of S‑LINK to PCI interfaces is given. The performance that can be reached with those interfaces in several types of PCs is presented and a description of the FILAR, a future PCI interface with four integrated inputs, is given.

Summary

S-LINK is an interface specification for a link that can move data at a speed of up to 160 MB/s. In most applications and test systems the data has to be moved to a PCI based computer. The first Simple S-LINK to PCI interface (SSPCI) used a 32-bit/33 MHz PCI bus. Due to the simplicity of its hardware the host computer had to use a complex protocol for the transfer of data packets which required many PCI cycles resulting in a typical overhead of 8 μs. With a packet size of over ten kB, the overall performance reached 117 MB/s.

In order to decrease the overhead and to have a lower PCI bus utilisation, the S32PCI64 interface has been designed. It is based on a 64 bit/66 MHz PCI bus, which potentially allows a throughput that is four times higher than that of the SSPCI. The S32PCI64 is highly autonomous and needs at most six PCI transactions per packet, which reduces the protocol overhead. This considerably improves the performance for small packets.

With the theoretical performance limit of 528 MB/s a 64-bit/66MHz PCI bus would support up to three S32PCI64 cards (each requiring a bandwidth of up to 160 MB/s). As the number of this type of PCI slots in a PC is usually limited to two, an integration of more input links into one PCI interface would be advantageous. The FILAR interface, which is under design, gives the possibility to receive data from up to four input links on a single PCI card. The software model is similar to that of the S32PCI64, with an additional reduction of the overhead down to at most three PCI transactions per packet. 

The actual performance depends significantly on the PCI bridge chip used in a PC and on the type of PCI transactions used. Measurements of PCI bus to memory bandwidth in several PC types have been made.

This work is performed within the framework of the ATLAS Trigger and Data Acquisition project.
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Abstract

The Very Forward Hadron Calorimeter (HF) in CMS is composed by about 3000 photo-multipliers (PMT) arranged in boxes housing 30 PMTs each one. Read-out amplifiers are arranged in 6 channel daughter cards located about 4 meters from the PMTs. Shielded cables are used to connect the PMT anode signal to the amplifiers. 

This paper addresses the study of the immunity to common mode spurious signal and external fields of the electronic system described above. It allows predicting grounding and shielding problems and estimating the effect of interference noise at early stages of the design.

Summary

The purpose of this paper is to present the assessment of electromagnetic compatibility in the early state of the electronic design. As illustration we choose the connection between phototubes and charge amplifiers for the CMS very forward calorimeter. These wide band amplifiers are very sensitive and the tolerated noise in the detector is just above the intrinsic thermal noise of them. Any interference noise must be keep very low in order to fulfill the dynamic range and performance requirements. 

The front-end electronics (FEE) of the HF detector is composed by photomultipliers (PMT) located about 4 Mts. from the sensitive amplifiers. PMTs are biased using a resistive divider and its gain can be adjusted between 4x10^5 and 5x10^6. The anode current is amplified and digitized by a special gated charge amplifier (QIE). Its sensitivity is 2.7fC/LSB (1LSB = 1 count) and it integrates the signal during a 25nsec period. The input impedance of the QIE is an about 96 ohms, almost constant for the frequency span of 40 MHz and the full input current range. Each amplifier has two similar inputs that are internally subtracted, giving an operation similar to a "differential amplifier". The flow direction of the signal currents into both amplifier inputs must be the same.

The topology of the FEE system is as follows: High Voltage power supplies located into the counting room bias each PMT box using 120 mts of cable and each metallic box houses 30 tubes. The return wire of the HV cable and the box are connected together to the detector ground. Amplifiers are grouped in a 6 channel card and more than 10 boards are housed in a small crate. All the amplifier cards are locally grounded at the detector ground. The signal connection between each PMT and the respective amplifier has to fulfill not only the wide-band requirement for signal fidelity but also has to be able to provide enough common mode rejection to avoid amplification of spurious signal due to the remote connection between grounds. In this sense, the common signal point of each PMT is not directly connected to the detector ground but it is connected through a resistor. Also, two similar cables with return are used to connect the amplifier inputs to the PMT base. 

The merit of this connection is defined by the quality of the cable, the balance attained between both signal path and the magnitude of the resistor included between the PMT common point and ground. The influence of these parameters has been studied by simulation combining models from MAXWELL 2D for parameter extraction and Spice for circuit behavior. The common mode rejection of the topology is analyzed and its sensitivity to parameter variations and un-matching is addressed. 

The effects of external magnetic and electric field could cause interference in the system, which result in pool performance of the FEE. These effects have been included in the simulations to establish the immunity level of the connection against external electromagnetic fields. These quantitative studies are important to design a system with high immunity and address the susceptibility to interference noise during the design stage. Sets of measurements are performed in several FEE prototypes to validate models and assumptions.
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Abstract

A 400Hz AC system is proposed to distribute power to all CMS sub-detectors. It distributes high voltage from the counting room to the periphery of the detector using a 208V three-phase system. On the detector, three phase step-down transformers, in conjunction with rectifiers and inductive-capacitive filters in the secondary, transform the high AC voltage to appropriated DC low voltages. These units have to operate in a harsh environment with magnetic field and neutron radiation.

This paper describes the proposed power distribution system, its topology and components and the characteristics that should present each element to be compatible with standards, radiation and magnetic tolerance. Special attention is paid in the analysis and design of the transformer operating in magnetic field. 

Summary

A new proposal for LV power distribution is presented. It is based on a three-phase 400Hz AC system that distributes 208V from the counting  room to the periphery of the detector. CMS HCAL and EMU have proposed it as a possible distribution system to reduce costs respect to other proposals based on DC high-voltage distribution and DC-DC converters. It is also envisioned to extend this proposal to other sub-detectors as a common CMS voltage distribution system. 

The general system topology is as follows: independent sets of motor-generators (M-G) for each sub-detector coverts the 50Hz AC mains to a 400Hz three-phase 208V system. A common M-G unit will exist as a back up. The 400Hz distribution system will feed AC/DC converters located around the detector. These units are simply three-phase step-down transformers with rectifiers and LC filter in the secondary. They convert the AC high voltage into appropriated DC low voltages that are locally distributed into the detector. Local regulation is performed in the front-end electronics (FEE) at the board level using radiation-tolerant low-voltage drop regulators. 

This proposed power system distribution presents some advantages when compared with other distribution systems. The 400Hz AC system reduces the volume of cables between the control room and the detector due to the high voltage/low current distribution, facilitating the detector integration. Also, properly designed AC/DC converters have shown in the field more reliable operation than DC/DC converters. Another advantage is that the noise level produced by rectifiers is much lower than DC-DC converters, so the filter design to mitigate common mode and differential mode noise will be easier. Finally, the most import advantage is the 400Hz AC distribution defines a common system for the entire CMS detector and will facilitate maintenance.

A critical unit in this system is the AC/DC converter. It has to operate under magnetic field and neutron radiation. The step-down transformer has to be over-designed such the magnetic material does not saturate when it is magnetically biased by the external magnetic field. A trade-off between efficiency, magnetic material properties and volume has to be taken into account to allow a good performance of this apparatus operating in magnetic field. The neutron radiation imposes a careful selection of the LV components to be used in the rectifier, monitor system and protections on the secondary side. Neutron radiation and magnetic field exclude the utilization of relays on the primary side. This problem introduces complications in the cable distribution up to the periphery of the detector. 

This paper describes all the aspects associated with the topology and design considerations of the system, 400Hz standards, type of step-down transformers, coil connection to decrease harmonics, and an evaluation of electromagnetic compatibility. Also, it focuses in the design and testing of the transformer when it operates under magnetic field and issues related with the over-current protection in extra-low voltage systems.  
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Over a 10 year operating period, the CMS Hadron Calorimeter (HCAL) detector will be exposed to radiation fields of approximately 1kRad of total ionizing dose (TID) and a neutron fluence of 4E11 n/cm2.  All front-end electronics must be qualified to survive this radiation environment with no degradation in performance. In addition, digital components in that environment can experience single-event upset (SEU) and single-event latch-up (SEL).  A measurement of these single-event effects (SEE) for all components is necessary in order to understand the level that will be encountered. Radiation effects in all electronic components of the HCAL front-end system have been studied.  Results from these studies will be presented. 

65 - Channel Control ASIC for the CMS Hadron Calorimetry Front End Readout Module
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Abstract

The Channel Control ASIC (CCA) is used along with a custom Charge Integrator and Encoder (QIE) ASIC to digitize signals from the HPDs and photo multiplier tubes in the CMS hadron calorimeter.  The CCA sits between the QIE and the data acquisition system. All signals to and from the QIE pass through the CCA chip. One CCA chip interfaces with two QIE channels.  The CCA provides individually delayed clocks to each of the QIE chips in addition to various control signals. The QIE sends digitized PMT or HPD signals and time slice information to the CCA which sends the data to the data acquisition system through an optical link.

Summary

The CCA is a multi-function ASIC that works in conjunction with a Charge Integrator and Encoder (QIE) ASIC to send digitized PMT and HPD information from the hadron calorimeter to the CMS data acquisition system. The QIE is a synchronous device that digitizes PMT or HPD signals and presents the data in a floating-point format with 2 exponent bits and 5 mantissa bits. The CCA sits between the QIE and the data acquisition system.  All control signals and clocks to the QIE are generated by the CCA. All data and status information from the QIE passes through the CCA to the data acquisition system. One CCA chip interfaces with two QIE chips. 

The CCA chip has two main functions: 1) send to each QIE individually programmable delayed clocks to correct for time differences within the hadron calorimeter, 2) accept parallel exponent and mantissa information from two QIEs, align the data and send the data to a gigabit data serializer that drives an optical link. Other QIE signals such as a test pulse, reset, and DAC controlled pedestal are generated within the CCA. 

Programming information is sent to the CCA through an asynchronous 2-wire serial bus and allows for read/write operations up to 3.4 Mbit/sec.  Data is downloaded into 28 eight bit registers.  All of these registers are designed using radiation tolerant cells to reduce the risk of Single Event Upset. One register is used as an address register for writing or reading to other registers.  The other registers include: Control Register for control signals to the QIE and CCA Alignment Registers (2) for timing alignment within the CCA Pedestal 4 bit DAC register for two QIEs Delay Locked Loop tap setting register (2) for QIEs Registers (2) for determining when to send a test pulse Registers (20) for test patterns that can be transmitted to the DAQ for test purposes.

The Delay Locked Loop has 25 one nanosecond taps allowing for clock delays up to 25 nanoseconds.  Under normal operation, data is being transmitted from the CCA to the gigabit serializer.  Once every 3564 beam crossings, however, an Orbit Message is transmitted instead.  Depending on a control bit setting, the Orbit Message will either send status information followed by fill frames or the data stored in the Test Pattern Registers followed by fill frames.  Data in the test pattern registers can simulate data from 20 beam crossings for system validation.  The CCA internally checks for errors such as QIE time slice differences and bunch counter errors.  Error information is transmitted to the DAQ system as a part of the Orbit Message. 

The CCA chip is fabricated in the Agilent 0.5 micron CMOS process through MOSIS. Individual dies are 3.4 mm x 4.0 mm and are packaged in a 128 lead QFP package. A 

production quantity of about 11400 devices (22800 channels) has been ordered. Test 

results will be reported.  
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Abstract

A high precision operational amplifier has been developed in a standard .8u CMOS process. A continuous time auto-zero stabilized architecture is used, that leads to a typical input offset voltage less than 2uV +100nV/degre. The amplifier with its output buffer consumes 5mW at a supply voltage of +/- 2.5V. The gain bandwidth product is 2Mhz while the slew rate is respectively -6V/uS and +8.8V/uS on 10pF with 10Kohm load. This amplifier is suitable to control a large dynamic (>10E5) calibration signal, and for very low signal instrumentation.

Summary

Offset is a very important parameter for many applications: high energy physics calibration system, low signal sensor interfaces, high accuracy instrumentation etc.. Some solutions for this concern, could be amplifiers using bipolar transistors in their input stage and/or providing some additional offset trimming facilities. This strategy requires a BICMOS process usually incompatible with low cost and low power design. Moreover such architecture do not compensate the drift of the offset.

We used a more flexible so called auto-zero topology in a standard CMOS process. It consists of two amplifiers: a main amplifier, and a second one used to measure and correct the offset of the main. A folded cascode architecture is used for both amplifiers to provide high dc gain. A buffer stage is added to the main amplifier to enhance it capacitive load driving capabilities. Each amplifier has auxiliary inputs where the offset correction signal is applied and hold on external capacitor. The correction signal is used to control the bias current in the cascode stage transistors, and finally the offset.

The main amplifier can continuously amplifies the input signal. Two sets of switches help respectively for two phases of offset correction. The first phase is an autozero step for the nulling amplifier, then during the second phase, this nulling amplifier is used to measure and to compensate the offset of the main amplifier. The sequence of both phases is controlled by an external clock at 100Hz. The amplifier has been fabricated in the AMS .8um CMOS process
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Abstract

Signal readout for the CMS HCAL photo detectors is based on a mixed-signal ASIC, the QIE8. This chip operates at the LHC machine frequency and provides multirange integration and digitization. Implementation of an integrated non-linear FADC with other improvements allowed for significant design optimization. As a result, 4 ranges of integration and a 5-bit ADC have provided the required 13 bits of energy resolution with quantization error matched to the detector resolution. An additional mode boosts sensitivity by a factor of 3 on the most sensitive range, and, when combined with low FADC DNL, allows for ionization source calibration. Operation of the chip is described with emphasis on optimization of the parameters, and results of the first measurements are presented.

Summary

1. Introduction

The QIE8 ASIC is the latest addition to the family of deadtimeless multirange pipelined integrators developed at Fermilab. The QIE abbreviation stands for charge, integration, and encoding. The QIE technique was first proposed for the Superconducting Super-Collider Project and later implemented for the KTEV experiment at Tevatron. The major features of the new design include stabilized input impedance for the non-inverting input, extra gain and low noise for the inverting input, improved linearity for the closed loop integrators, integrated 5-bit non-linear FADC, and 4 conversion ranges instead of 8. 

2. Requirements

There are numerous and often contradictory requirements and limitations to the readout electronics following from different physics aspects, accelerator parameters, detector characteristics, and signal detection technique. The most important in our case are: Calorimeter energy resolution of 85%/sqrt(E)+5%

40 MHz interaction rate

Good time resolution 

On-detector location

3 Tev maximum energy

High muon detection efficiency

Low fake muon probability

1 % calibration precision

3. Operation.

The QIE8 is a differential pipelined multirange gated integrator-digitizer. It has a choice of two input amplifiers for signals from either an HPDs or PMTs with a 4-output current splitter at the input and range choosing circuitry with a non-linear FADC at the output. In between there are 4 sets of integrators, with 4 integrators in each set corresponding to the number of the current splitter outputs. Integration constants of the 4 integrators combined with the splitter ratios were chosen to be C, 5C, 25C, and 125C. Integration occurs simultaneously in 4 integrators of a given set. After a one-clock integration period the range choosing circuitry presents the output of the lowest non-saturated range integrator to the FADC. Digitization occurs during the 3rd clock period and during the 4th clock period the integrators are reset. The 4 sets of integrators are needed to provide deadtimeless operation with a 4-step pipeline, as only during one clock cycle the input signal is integrated by a given set. A 5-bit ADC output code is accompanied by a 2-bit range code and a 2-bit code indicating which set of the integrators was used for the measurement.

4. Optimization.

Among other developments for the QIE8 are the two input amplifiers for input signals from HPDs and PMTs. The inverting amplifier provides an extra gain of 2.7 to match the low gain of the HPD to the integrator-FADC sensitivity. The non-inverting amplifier has stabilized input impedance, which makes possible integration of a fast PMT signal in a single 25 ns time slice. Non-linear design of the FADC has improved the dynamic range of a single integrator. Having a separate mode for radioactive source calibration has eased the requirement on the LSB size, and, when combined with a higher dynamic range for each integrator, has made it possible to decrease the number of conversion ranges from 8 to 4. In turn, this has improved the current splitting ratio for the very sensitive range and hence improved the signal-to-noise figure. Ultra low FADC DNL and implementation of a calibration mode that uses the same signal path as the normal one allows for radioactive source calibration of the detector with an effective signal that is only a fraction of an LSB.

5. Conclusion

QIE8, a new mixed-signal ASIC has been designed for the CMS HCAL detector. Process improvement as well as development of high-performance input amplifiers, a non-linear on-chip FADC, and a separate calibration mode has made it possible to meet all the requirements of the specification while using only 4 integration ranges.
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ABSTRACT

All interconnections in the ALICE Inner Tracker Silicon Strip Layers are realised using kapton/aluminium microcables. The major advantages are the reduction in material budget and the increased  mechanical flexibility as compared to traditional wirebonding.

Since the last reports (Snowmass LHC workshop '99) considerable progress has been made and designs have been refined and adapted to facilitate production, which will start end of this year.

This paper describes the design of the 3 major interconnection parts:

-the TAB-frame chipcables, which connect the front-end chips to the detector and to the flex.

These cables are mounted in carrier frames for testing and have unique coding to identify cable type as well as coding to check correct alignment in the test connector.

-the flex, which is essentially a multi-layer interconnecting bus supplying power and control to the front-end chips, with integrated LVDS terminating resistors. The flex is the constructive basis of the hybrid, SMD components can be mounted by soldering or gluing as well as  by means of TAB bonding. Ultrasonic bonding and pulsed-bar reflow soldering techniques are used to interconnect the flex to the other parts.

-the laddercable, a 60 cm. long cable connecting the front-end modules to the endcaps. This flatcable is designed as a differential stripline for analog and LVDS signals using ultra-low density polyimide foam as spacer material.

Optical and electrical testing of microcables  and scanning techniques to inspect TAB-bonding connections are also discussed.
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Abstract

In order to calibrate the ATLAS LAr calorimeters to an accuracy better than 1%, over 16 bits dynamic range, 10 boards with 128 pulse generators have been designed with COTS components and used in test beams for the last 2 years. 

The final version requires radiation hard components (low offset amplifiers, DAC, control logic), which have been realized in DMILL technology.

The performance of these chips as well as the measurements of uniformity, linearity, radiation tolerance on a first prototype smaller board are presented.  

Summary

In order to calibrate the ATLAS LAr calorimeters to an accuracy better than 1%, over 16 bits dynamic range, precise pulse generators have been designed using COTS components. These 128 channels calibration boards have been used on test beams for the last 2 years. But as the final version requires radiation hard components, both the analog and digital parts have been redesigned in DMILL technology. 

A 16bit DAC is necessary to cover the full dynamic range. Therefore, a 16 bit R/2R ladder DAC has been made with 16 switched identical current mirrors. As there is only one DAC per board, external precision resistors (0.1%) can be accommodated. This ladder DAC has been first developed and tested successfully in AMS 0.8 (m BiCMOS and then submitted to DMILL through 2 iterations. The design of the second iteration is identical to the first one except for the reference current source which is now built around a Bandgap reference and thus should exhibits better stability with temperature and with irradiation. 127 DACs have been received in May 02. Linearity measurements before (0.01% integral non linearity over the 3 gains of the shaper)  and after irradiation as well as the temperature stability (0.01 %/K) will be shown.

This DAC voltage is distributed throughout the board to 128 channels in order to produce the 2 (A – 200 mA precision current. The voltage to current conversion  is based upon a low-offset opamp and a 0.1% 5( resistor. The opamp offset should not be larger than the DAC LSB=16 (V. Again COTS did not provide adequate radiation tolerance and a DMILL static opamp was designed, first in AMS 0.8 (m BiCMOS, then in DMILL technology. A low offset value of ±150 uV is achieved by using a bipolar centroid structure input and it is further trimmed down  to ±10 (V with a five bits fuse compensation. Offset measurements before and after irradiation will be shown. 

HF switches which transform the DC current into fast pulses with a 1 ns rise time are now integrated in the opamp thanks to the dielectric isolation of the technology. Their parasitic injected charge and the resulting linearity of the current source over the 3 gains of the shaper will be shown.
The calibration boards are controlled through a digital part which was also redesigned in DMILL technology. The run parameters (DAC value, delays, pulsing patterns) are loaded through a custom LarG serial bus (SPAC). These parameters are decoded from I2C local bus and stored in registers integrated in the CALOGIC chips whose irradiation tests will be briefly described.

A first 8 channels prototype with these analog and digital chips has been realised. The printed board has required a special care to keep the uniformity between channels better than 1 per mil at the outputs of the board. Moreover, the HF switches need a fast TTL command pulse, the distribution of which is crucial, especially for small currents. The final 128 channels board will be designed by duplicating 16 times this 8 channels module. Exhaustive measurements have been performed on this small block to fully understand the small HF effects and will be presented in detail. 
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Abstract

In this document we report the results from a high rate photon irradiation test of an 8-plane TRT endcap sector prototype with 192 straws instrumented with near to final front-end electronics. Data was taken at the CERN X5 Gamma Irradiation Facility with a 137Cs photon source and at the Weizmann Institute irradiation facility in Israel with a Gammabeam 150 60Co source. Results on the performance of the straws are presented in terms of occupancies and noise rates at high counting rates, cross-talk studies between straws, and test pulse hit efficiencies under irradiation.
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Abstract

The TGC detector will be inaccessible during operation due to high radiation levels in the ATLAS cavern. The detector requires a Detector Control System (DCS) to monitor important detector and environmental parameters, calibrate, set and maintain the configuration of FE electronics, and take appropriate corrective action to maintain detector stability and reliable performance. 

The TGC DCS system makes full utilization of the intelligence offered by the ATLAS ELMB CAN nodes in order to distribute the control of complex tasks on the front end nodes. This talk will describe our hardware and software design, integration and radiation test results. 

Summary

The TGC detector will be inaccessible during operation due to high radiation levels in the ATLAS cavern. The detector requires a Detector Control System (DCS) to monitor important detector and environmental parameters, calibrate, set and maintain the configuration of FE electronics, and take appropriate corrective action to maintain detector stability and reliable performance. 

The status of all components should be available and user intervention should be possible when/where allowed. The TGC DCS will accept supervisory commands and return the summary status of the TGC subsystem. Additionally the DCS will supply a user interface to allow autonomous operation of the TGC during the construction, testing, commissioning and calibration of the TGC detector.
The TGC DCS will comprise of a central control and configuration PC  master, about 1500 micro controller slaves controlling hardware devices such as displacement sensors, temperature sensors, gas pressure and flow, high and low voltage supplies, and data acquisition parameters. The hardware is subject to harsh radiation conditions, posing a challenge to both software and hardware design, implementation and testing. 

The user interface requires many layers ranging from access by non-expert shift operators, to expert system managers and to developers of particular sub-systems. The hardware effort includes integration of the different sensors in the TGC electronics and design of some special measurement circuits for monitoring purposes. The software effort spans several operating environments: controller PCs, micro controller boards, hardware configuration protocols, etc.

The system we propose is novel in its approach. It places a significant part of the system intelligence in microprocessors right on the detector. This reduces the bandwidth required to transmit data and commands and enables to perform complex tasks with the reliable but slow CANbus system.

The CAN nodes will configure on-chamber ICs in situ using the JTAG protocol and run autonomous tests on the ICs to ensure their continued reliable functioning or reconfigure or perform tests by instructions from the supervisory control  system which is the top of the CANbus network. In addition the CAN nodes will also measure and set voltages in the traditional way through DACs and ADCs. The node will also be capable of operating autonomously  electronics measurement circuits.

A prototype of a fully functional vertical slice of the DCS was tested successfully in integration tests of the TGC electronics at KEK in November 2001. Subsequently we performed radiation tests of the DCS on chamber components, and participated in an integration test at CERN. This talk describes the system design and test results. 

72 - The Effect of Highly Ionising Events on the APV25 Readout Chip
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Abstract

Highly ionising particles, produced in inelastic hadronic interactions in silicon detectors, can result in large energy depositions and measurable deadtime in all 128 channels of the CMS Tracker APV25 readout chip. The mechanism by which all channels experience deadtime has been understood to be linked to the powering scheme of an inverter stage. An analysis of beam test data has provided measurements of the probability of observing deadtime following a highly ionising event. Laboratory studies have shown that through a suitable choice of an external resistor on the front-end hybrid, the deadtime can be significantly reduced and the effect, in terms of signal loss, is negligible.

Summary

Highly Ionising Particles (HIPs), produced in rare hadronic interactions in silicon detectors, can result in large energy depositions and cause measurable deadtime in the CMS Tracker APV25 front-end readout chip. The effect was first observed during a beam test in October 2001, in which 6 silicon detectors, each instrumented with 4 APV25 chips, were exposed to a 120 GeV pion beam with a 25 ns bunch structure.

Simulation studies have shown that inelastic nuclear interactions between pions and silicon can result in energy depositions of up to approximately 100 MeV in 500 um of silicon. The bulk of the energy depositions is typically collected on about 2 strips, but the powering scheme for the APV25 inverter stage provides a mechanism by which all 128 channels of the APV25 can be affected. Signals of 10 MeV are sufficient to fully suppress the output of all channels, and the APV25 can remain insensitive to signals for a finite period of time. The magnitude of the deadtime is dependent on the signal collected after a HIP event.

An analysis of beam test data has provided measurements of the HIP probability (the probability of a signal being sufficiently large to result in measurable deadtime) and the most probable deadtime induced by a HIP event. The measured HIP probability is in good agreement with predictions made by simulation. A direct measurement of the deadtime, on an event-by-event basis, was not possible with the beam test data.

HIP events have been simulated in the laboratory, by injecting a known amount of charge directly into the APV25 channel inputs. This allows the induced deadtime to be accurately measured and the deadtime dependence on signal magnitude to be investigated. Importantly, laboratory studies have shown that by decreasing the value of an external hybrid resistor used in the powering scheme of the APV25 inverter stage, the induced deadtime can be significantly reduced.

The HIP effect can be quantified in terms of the probability of signal loss, per detector plane per % occupancy, and predictions for the CMS environment have been made. By selecting the value of the external hybrid resistor, the expected probability of signal loss in CMS is reduced  to a negligible level.

A dedicated beam test in May 2002 will allow a further study of the HIP effect. An accurate measurement of the HIP probability will be performed under well-defined conditions and the readout system will be operated such that a direct measurement of deadtime on an event-by-event basis will be possible. A number of modules will use hybrid resistors of different values to allow experimental confirmation of the reduction in deadtime. Results will be available in time for the conference.
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Abstract

Neutron and proton irradiation tests were performed to study the radiation induced alterations of COTS (Commercially available Off The Shelf) CMOS active pixel sensors at two facilities. The sensors will be used for the CMS Barrel Muon Alignment system. Results of the tests are presented in this paper.

Summary

Performance of the CMS detector of the Large Hadron Collider (LHC) is affected by the position and orientation of the individual detectors. Therefore, the CMS detector has an alignment system that consists of several subsystems. One of them is the  barrel and end-cap internal alignment, which measures the positions of the muon detectors with respect to the linking points. This system will consist of LED light-sources, the related electronics and video cameras equipped with video-sensors (~ 800 pcs). 

The optical and opto-electronic components have to work in a radiation environment, where the expected fluence is 2.6E12 n/cm2. Radiation damage induced by neutrons and protons can alter electrical and optical characteristics of the components and thus the accuracy of the whole alignment system. 

The VM5402 CMOS Image Sensor, manufactured by VISION has been tested with 20 MeV and 95 MeV neutron and 98 MeV proton beams with fluences corresponding to the radiation environment calculations. Video cameras based on this type of CMOS Image Sensors have been selected and tested for surveying the alignment of the CMS Barrel Muon detector system at the future LHC accelerator at CERN. The CMOS Image Sensor has 388 x 295 pixels each with area of 12 x 12 ?m2. The module is suitable for applications requiring a composite video signal with minimum external circuitry and the video output could be stored using a standard video recorder. In each second 50 images were recorded for off-line analysis.

The 95 MeV neutron beam was produced at the Gustav Werner Cyclotron facility of the The Svedberg Laboratory (TSL) in Uppsala by 98 MeV proton beam hitting an 8 mm Li-target. The 20 MeV neutron irradiation was done at the neutron irradiation facility at the MGC-20E cyclotron at ATOMKI, Debrecen with p(20MeV)+Be reaction. Neutrons with a broad spectrum (En<20MeV, <En>=3.5MeV) were produced by bombarding a 3 mm thick target by protons. The 98 MeV proton beam of the TSL cyclotron was broadened by a scatterer and was extracted to air. The number of protons that reached the circuit were 5E6 p/sec.

The recorded video images of the irradiation showed white spots and long tracks which were results of the different nuclear interactions caused by the proton and neutron irradiation. The heavy fragments from the nuclear reactions were observed as white spots in the image. The light charged particles like protons and alpha particles that follows the nuclear reactions are emitted with different energies and directions, according to the kinematics of the process. Some of these particles were emitted in the sensitive plane of the CMOS Image Sensor. They will deposit their energy to the silicon and the released charge, forming the tracks, will be detected by the pixels. These tracks are visible on the video image. The charge is registered along the track and the intensity value of the signal can be analysed off-line.
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Abstract

The APV25 is the 128 channel chip for silicon tracker readout in CMS. The production phase is now underway, and sufficient wafers produced to allow significant conclusions to be reached on yield and performance based on data acquired during the wafer probing phase. The wafer probe tests are described and results used to make comparisons between chips, wafers and wafer lots. Chips sampled from wafers after dicing are mounted in a custom setup enabling more detailed QA performance measurements, and some of these are also irradiated to confirm radiation hardness. Details of measurements and results are presented.

Summary

The APV25 is the 128 channel CMOS chip for CMS silicon tracker readout, fabricated on 8 inch wafers in 0.25m technology. A high yield of multi-chip hybrids requires comprehensive testing of chips on the wafer. On-chip programmable features enable a thorough wafer probe test to be performed leading to a high level of confidence that defective chips are identified at this production stage.

The on-wafer tests can be broadly divided into two categories. Digital tests aim to provide comprehensive coverage of all the digital functional blocks and any defect here results in rejection. Analogue tests include pedestals, pulse-shape and gain measurements, pipeline uniformity, and power consumption, verifying performance in all operational modes for all channels. Acceptance thresholds are defined to ensure satisfactory performance in the CMS application environment. Test time per chip is close to one minute, allowing a wafer throughput consistent with the production schedule.

Approximately 100,000 chips (including spares) are required for CMS. Wafers are produced in lots of up to 25 and each wafer contains 360 viable APV sites. The full number of wafers to be produced depends on yield but will be in the region of several hundred. The initial 10 wafer engineering run and several production lots have now been delivered, and a significant proportion of the total number of chips required for CMS have been produced and wafer tested. Numbers are sufficient to provide a reliable indication of yield and significant comparisons of chip performance indicators across wafers and lots can be made. All chips are individually identified by wafer number and location on the wafer, and maps for cutting are produced. The test results are maintained in a data-base which allows detailed comparisons between chips, wafers and wafer lots.

Wafer level testing allows chip performance to be verified in some detail, but test time limits, and electrical limitations of the wafer probing environment, mean that measurements requiring more time or accuracy can only be performed on a reduced sample size. For example, it is not possible to provide an accurate calibration of gain to a known reference level without direct stimulation of one of the chip inputs, and electrical interference in the probe station environment makes this difficult. Consequently our QA procedure includes more detailed measurements on chips sampled from the wafers and mounted on test boards. An automated protocol has been developed for performing these tests which includes pulse shape tuning (to the ideal shape), followed by gain, linearity and noise measurements.

The radiation hardness of the 0.25 m technology has been extensively proven to the level required for operation at LHC. Nevertheless to enhance confidence still further some samples of the chips already subjected to the more detailed tests above are X-ray irradiated and re-measured to verify no change in characteristics.
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Abstract

Neutron induced activation of a monolithic ASIC and some packagings were studied. It was found that the gamma dose from the activated components of the device could be, on the average, some 10 % of the dose from the external radiation environment at the position of operation of the circuit in LHC detectors. At the same time, the auto-radiogram of the neutron activated monolithic ASIC had shown that "hot spots" of induced radioactivity can develop in the structure where the radiation damage hazard can be significantly higher.

This work was supported in part by the Hungarian Scientific Research Fund (OTKA-T026184).

Summary

Components of integrated circuits can become radioactive via nuclear processes during their operating in intense radiation environments in detectors at the Large Hadron Collider (LHC). Their induced beta and gamma radiation might result in the radiation damage of the circuits even in the case when the LHC beam is not on. The activation can be inhomogeneous inside the device and local "hot spots" can develop where the radiation damage hazard is significantly higher than in other volumes of the structure.

We demonstrated these effects in our studying the neutron induced activation of a monolithic Application Specific Integrated Circuit (ASIC) and some packages [1].

These components were originally developed for the channel controller of the digital Front-End and Readout MIcrosystem (FERMI) for calorimetry at the LHC by the CERN RD-16 collaboration. The expected annual neutron flux was 10^14 n/cm2/year with an additional dose up to 1 MRad (10^4 Gy) with exposure time 10^7 s/year.

Irradiations were performed with p(18 MeV)+Be neutrons at ATOMKI (Debrecen, Hungary) for 14 hours. The yield was 1.9x10^10 neutrons/steradian/microCoulomb The maximum intensity was at around 1 MeV and the average neutron energy was 3.7 MeV [2]. The total fluences were in the range of (2.3 - 3)x10^13 n/cm2. Consecutive gamma spectra of the activated components were recorded with HPGe detectors.

The number of radioisotopes identified in the evaluated gamma spectra varied from 13 to 20 depending on the elemental composition of the packages. The range of their half-life extended from 2.3 min to 5.3 year. The saturation activities were used to estimate the activities of the components expected after 1 year of irradiation with 10^14 n/cm2 at an average neutron flux rate of 10^14 n/cm2/10^7 s at the LHC. For he packages the results were below 400 kBq and varied over a factor of 40 for the different types studied. For the channel controller ASIC the expected saturation activity was 190 kBq within the uncertainties of estimation.

If one assumes that one third of energy of each decay (mean energy ~ 6 MeV) is absorbed in the silicon ASIC (~ 10 g) then some 10 krad is resulted. It is approximately 10% additional dose to the 1 Mrad/year expected "external" dose.

An auto-radiogram of the activated ASIC was also made using a storage phosphor screen with BaFBr:Eu+Polyurethane layer sensitive to beta- and gamma-radiation. After a 24 hours long exposition the screen was scanned by a laser beam and the induced photoluminescence was measured. The pixel size was 50x50 square micrometer.

A "hot spot" of Na-24 radioactivity was observed in the auto-radiogram. It could be identified with a dense group of metallic strips made of high aluminum content material. Around this structure the radiation damage hazard for the neighboring circuits is significantly higher than for the other ones in the channel controller ASIC.

This work was supported in part by the Hungarian Scientific Research Fund (OTKA T026184).
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Abstract

Frontend electronics of CMS barrel muon chambers is organized in compact boards housed in the detector gas volume. The heart of the system is a custom ASIC that provides the primary processing of drift tubes signals and some ancillary functions reducing the necessity of external components. A flexible test pulses system for trigger calibration and I2C slow control features for channels enable/disable and detector temperature monitoring are also implemented. Attained results confirm the good performances of the whole system regarding efficiency, noise and low power consumption; particularly, radiation and ageing reliability were successfully tested in order to check compatibility for LHC environment.

Summary

The muon detector of the CMS barrel involves a total of 180000 acquisition channels distributed over 250 chambers each formed by 2 or 3 sub-detectors (4 layers of staggered drift tubes in the same gas volume). These sub-detectors, named superlayers, constitute the elementary structures for the frontend electronics implementation. Key features of the frontend system are high sensitivity coupled with low noise to maximize detection efficiency and very high speed for precise reconstruction of tracks position. Electronics has to be located inside the active gas volume so small size and compatibility with detector mechanics are needed for reducing dead space. Also, very low power consumption is suitable to avoid complex cooling systems and high reliability to minimize maintenance. 

All of these requirements have been met with the production of a full custom ASIC that provides the primary processing of drift tubes signals: amplification, comparison against an external threshold and transmission to the acquisition electronics; it also integrates some ancillary functions to reduce the use of external components. The system is organized in compact and modular boards (Front End Board, High Voltage Cap board) realized in two versions (16 or 20 channels) to accomplish the variable chambers size. Signals from anode wires go to HVC board to be ground referred via 470 pF capacitors; small spark gaps (100 um) limit high voltage peaks caused by discharges in tubes. From this, after protection circuitry, signals go into the ASICs placed on the FEB where they are processed and changed to square pulses with fix length and LVDS compatible levels. A double line of test pulses coupled with a fast channels disabling feature allows functional test and traces simulation for trigger monitor and calibration. Test pulse distribution is made with small splitter boards where impedance matching and cable delay uniformity are accurately cured.

The system implements an I2C bus interface to singularly mask noisy channels and monitor temperatures inside the detector. One small board per superlayer buffers I2C bus and provides predecoding function toaddress all FE boards.

Electronics requires two separate power supplies (5 V and 2.5 V), in order to minimize mutual interference and reduce power consumption ofoutput stages: the total power dissipation of the system is below 25 mW/channel. Golden plated fingersprings between FEBs and superlayercover provide a good and reliable ground connection, heat sinking for the ASICs and mechanical hardness.

Results achieved with muon beams and cosmic rays during mass production validation tests prove low noise and high speed performances together with good resolution characteristics of the whole system. Big afford was put in checking the reliability of each part of the system regarding radiation tolerance and ageing, both critical in a hostile and hardly accessible environment like CMS. Tests performed (gamma rays, ions and neutrons irradiation and simulating ageing) show good MTBF characteristics, acceptable single events upset rate and immunity to latch-up.
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Abstract

A new HV and LV sub-assembled device for design evaluations has been tested in radiation and magnetic field. Results of the proton beam tests performed in Louvain-la-Neuve and magnetic field tests performed at CERN are presented. Comparisons with older tests confirm the same behavior in a harsh environment.  The HV and LV boards have succesfully passed the scheduled tests and can be a good candidate for several LHC experiments.

Summary

CAEN has strongly invested its resources, in the last five years, in the development of a Power Supply system (SY1527) totally dedicated to LHC applications.

The standard boards technology, acquired by CAEN in 22 years of experience, is now employed in the development of custom systems that allow to power up both the various detectors and the relevant front end electronics.

The radiation and magnetic field levels impose on all the remote distributed systems several design criteria, including safe and reliable operation. Existing custom supplies and new architectures, both for high and low voltage generation and distribution in presence of moderate radiation and magnetic fields levels, will be presented. 

Results of the proton beam tests performed in Louvain-la-Neuve and magnetic field tests performed at CERN are presented.

Comparisons with older tests under radiation and magnetic field up to 7 kGauss confirm the same behavior in a harsh environment.  The HV and LV boards have succesfully passed the scheduled tests and can be a good candidate for several LHC experiments.
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Abstract

The unit is designed to control and monitor the front-end electronics of the ALICE Time Projection Chamber, and to collect the data and ship them onto the Detector Data Link (optical fiber). 

Handling and distribution of the central trigger are also performed, using the on board mounted TTCrx chip. Interfacing with the Detector Control System is done via a separate Slow Control bus. 

For the prototype of the RCU the Altera EP20K400 FPGA has been used for application specific system integration.

Summary

The ALICE TPC will continuously produce very large data volumes. To cope with the high data rates, an optimised readout system will be designed.

The readout chain consists of the Front-End Cards (FEC), which are mounted directly on the TPC back plane. Data flow proceeds from the front-end cards to the Readout Controller Unit (RCU), which in turn transmits data to Readout Receiver Cards (RORCs) that communicates with the data acquisition system.

The TPC Readout Controller Unit (RCU), which is the main topic of this talk, is responsible for controlling the readout of the TPC, initialising and monitoring the Front-End Cards (FECs) and transferring the data over the Detector Data Link(DDL). In total 216 RCUs will have 4500 FECs connected, with a maximum of 25 cards connected to each RCU.

Amplifying, shaping, digitising, processing and buffering of the TPC signals are done on the FECs. A custom integrated circuit, the ALTRO (ALICE TPC Read Out), is dedicated to the processing of the digitised data. This chip is initialised and controlled directly by the RCU through a custom bus and protocol.

The RCU collects the data from the FECs, assembles a sub event, compresses the data and sends the compressed, packed sub event to the Read Out Receiver Card (RORC) through a custom optical fibre named the Detector Data Link (DDL).

In addition, the RCU monitors and initialises the FECs (including read-out of events for monitoring purposes, statistics (read out of number of data strobes and number of triggers received), temperature variation monitoring, current measurement and power consumption monitoring for hardware fault detection). This is done via a separate slow-control bus. The initialisation of the ALTROs is done via the main front-end bus.

A prototype of the RCU has been developed using the Altera EP20K400 FPGA. The custom front-end bus protocol and the front-end slow control are both implemented in this FPGA. On the RCU there will be a memory bank (SRAM) able to store a few full events. The memory controller (FIFO structure) for this is implemented in the FPGA. 

A readout sequence of the TPC is initiated by a common ALICE trigger signal. This trigger is distributed to the RCU from the central trigger control. A custom Trigger Receiver Chip (TTCrx) is placed on the RCU. The interface to the TTCrx is implemented in the FPGA. 

For monitoring purposes during operation a Slow Control Unit will be used. The Slow Control bus from the RCU will be connected to the central Detector Control System (DCS) of the ALICE experiment. 

The use of SRAM-based FPGA necessitates special attention to single event upset. To monitor the functionality of the chip, checksums are being calculated and compared to checksums stored both on board and externally (via slow control). Should an error occur, reprogramming of the FPGA is done from on board EPROMs. An option to reprogram from an external source is also included.
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Abstract

The ATLAS Muon Endcap trigger has a hierarchical readout system for 320,000 binary channels. The "Read Out Driver (ROD)", module for each octant collects data via 13 optical links and (1) sends an assembled event via an output S-link to the ATLAS central DAQ, and (2) sends a small sample of the event data via the VMEbus to a commercial VME processor.

A ROD prototype has been implemented based on a single large Xilinx Virtex FPGA. Its design features, implementation details, DAQ software, and current status are described. A procedural language was used as one of the hardware description languages.

Summary

The ATLAS Muon Endcap trigger has a hierarchical readout system for 320,000 binary channels. At the top level there is a "Read Out Driver (ROD)", module for each octant (20,000 channels) that collects data via 13 optical links and (1) sends an assembled event via an output S-link to the ATLAS central DAQ, and (2) sends a small sample of the event data via the VMEbus to a commercial VME processor.

A prototype based on a single large FPGA (Xilinx Virtex-EM with ~10,000 flip-flops) with four G-link optical inputs and an S-link output has been built and integrated into a DAQ system. The use of an FPGA with large internal memory allows direct connection to the G-link deserializers, integration of input and output FIFOs, algorithms, lookup tables, and inter-thread pipes into a single FPGA.

In addition to using pipelined logic and other standard FPGA design techniques, the design uses some architectural elements that are more common in micro-processor architectures:

   assignment of multiple tasks to parallel threads on separate execution "units"

   thread-to-thread synchronization and communication via pipes

In addition to the usual VHDL tools, a C-like procedural language has been used as a hardware description language.

The data contain hits and "tracklets", i.e. 3-out-of-4 and 2-out-of-3 coincidences found by the on-chamber trigger ASICs. The tracklets are rare and a small random sample of events will not contain enough for diagnostics and monitoring. Consequently the ROD attempts to send all tracklets via a dedicated FIFO to the VME processor. Extensive error checking of the data format and content is also performed.

Software for support and readout of the ROD has been written in C++ for Linux. Its integration with the ATLAS Online Software will be described. Performance tests and experience in the CERN H8 muon system integration test beam will be reported. The evolution from the four input prototype to the final 13 input ROD will be shown.

80 - The Design of the Coincidence Matrix ASIC of the ATLAS Barrel Level-1 Muon Trigger

V.Bocci, E.Petrolo, A.Salamon, R.Vari, S.Veneziano
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Abstract

The ATLAS level-1 muon trigger in the barrel region identifies candidate muon tracks within a programmable transverse momentum range. A system of seven Resistive Plate Chamber detector concentric layers provides the hit information in the bending and non-bending projection. A coincidence of hit in the detector layers within a programmable road is required to generate a trigger signal. The width of the track road in the detector is used to select the transverse momentum cut to be applied.

The Coincidence Matrix ASIC provides the core logic of the trigger on-detector electronics. Both the trigger algorithm and the detector readout logic are implemented in this chip. Each CMA is able to process 192 RPC signals coming from up to four different detector layers. Most of the CMA logic works at an internal frequency of 320 MHz.

The design and the tested performance of the ASIC are presented.

Summary

The ATLAS detector is one of the four main experiments running at the Large Hadron Collider at CERN. It includes an inner tracking detector inside a 2 T solenoid providing an axial field, an electromagnetic and hadronic calorimeters outside the solenoid and in the forward regions. Barrel and end-cap air-core toroids are used for the muon spectrometer. 

The toroids will be instrumented with Precision Measurement Chambers, Monitored Drift Tubes (MDT) and Cathode Strip Chambers (CSC), and Trigger Chambers, Resistive Plate Chambers in the barrel and Thin Gap Chambers in the end-caps. 

The ATLAS trigger scheme is a three-level trigger and data-acquisition system. The first-level trigger signatures are: high pT muons, electrons, photons, jets and large missing transverse energy. For low-luminosity operation of LHC, a low pT muon signature will be used in addition. At levels two and three, more complex signatures will be used to select the events to be retained for analysis.

The ATLAS Level-1 Trigger algorithms are carried out by a Calorimeter Trigger processor (electrons and photons, jets, taus, missing and total transverse energy) and a Muon Trigger processor (high transverse-momentum muons in barrel and end-caps). Trigger results, precise timing information, and control signals are distributed to all ATLAS subsystems by the Timing, Trigger and Control (TTC) system. The Level-1 system must reduce the raw rate of 1 GHz proton-proton interactions and 40 MHz beam-beam bunch crossings to 75 kHz within a total latency including cable delays of 2 µs maximum.

The muon trigger and second coordinate measurement for muon tracks are provided by Resistive Plate Chambers (RPC) in the barrel and Thin Gap Chambers (TGC) in the end-caps.

The ATLAS first level muon trigger in the barrel region is based on a fast geometric coincidence between different planes of the trigger detectors of the muon spectrometer. The algorithm is performed using three dedicated RPC stations. Two detector layers are used in each station to reduce the fake trigger rate while retaining trigger efficiency.The algorithm is based on the measurement of the deflection of charged particles passing through the magnetic field region. The algorithm is performed both in the bending r-eta and non-bending r-phi planes, in order to reduce the fake trigger rate due to background. 

If an hit is found in the RPC2 plane (pivot plane) a hit is searched in the RPC1 plane compatible with a track crossing the two planes, with a transverse momentum bigger than a programmable threshold. The search for a hit in the RPC1 plane is done looking in a window whose vertex is defined by the strip hit in the pivot plane, whose centre is given by the line pointing to the interaction vertex (this trajectory corresponds to an infinite momentum particle) and whose width defines the cut on.

Detector planes RPC1 and 2 are used in the so-called Low PT trigger, while the outer station RPC3 is also used to trigger higher momentum. If a trigger is given by the low PT algorithm, the high PT algorithm searches for an hit in the RPC3 plane inside a road whose vertex is given by the trigger hit in the RPC2 plane and whose width defines the cut on PT. In this case the threshold selection algorithm is performed using the RPC3 doublet and the low-PT trigger pattern. 

Majority logic (2/4, 3/4, 4/4) is applied for each low PT threshold in order to reduce the background fake trigger rate while retaining good trigger efficiency. 

 The low PT thresholds can be set between 5 GeV and 10 GeV, the high PT thresholds can be set between 10 GeV and 35 GeV.

RPC data readout and level-1 triggering in the barrel region are performed by a dedicated chip, the Coincidence Matrix ASIC (CMA). About 4000 CMA chips will be installed on dedicated boards, that will be mounted on the RPC detectors. This chip performs almost all the most relevant functions needed for the barrel trigger algorithm and for the readout of the RPC strips. 

The CMA performs the following functions: 

* timing and shaping of the signals coming from the RPC trigger chambers; 

* trigger majority logic algorithm execution; 

* pT cut on three different thresholds; 

* data storage during the level-1 latency period; 

* accepted events data storage in de-randomizers; 

* trigger and readout data generation.

The chip is designed in 0.18 um CMOS technology. The most relevant chip specifications are: ~250000 basic cells; ~ 40 kbit memory dimension (additional); 40 MHz external clock; 40/320 MHz internal working frequency; < 1.0 W power dissipation; BGA package type.

The input from the RPC stations are called I0 and I1 (32 strip each) and J0 and J1 (64 strip each). 

The first input block is composed by an edge detector and a dead time circuit. These circuits are needed in order to avoid double counting due to multiple pulses coming from level latency period, storage of the events that received a valid trigger in de-randomizers, serialization of the data for the readout. 

The next block, at the input of the trigger part of the coincidence matrix (mask to 1 & pulse width) permits to mask unused channels and to adjust the RPC signal duration in steps of 3.125 ns. The signal duration must be as short as possible in order to reduce the coincidence window thus the fake trigger rate due to the background and long enough to allow for detector time resolution and for the propagation time of the signal along the strip. 

The following block (pre-process) performs the de-clustering of the data from the RPC and performs the 1/2 and 2/2 majority logic 1. The signal at the output of the pre-process block are sent to the coincidence matrix. 

The coincidence logic is performed in parallel on three thresholds. The coincidence matrix contains thus 3 x 32 x 64 cells. 

The trigger output of the coincidence logics is a hit pattern containing hits which generated the valid trigger, threshold value, two bits indicating overlap conditions and the three lower bits of the Bunch Crossing counter. The trigger pattern is sent to the latency memory and to the trigger output.

81 - The Alice Silicon Pixel Detector Readout System – Moving Towards System Integration 

Roberto Dinapoli, for the Alice Collaboration

A number of key components have been designed, produced and tested for the readout system of the Alice Silicon Pixel Detector (SPD). The SPD consists of 240 detector ladders each of which is bump-bonded to 5 Alice1LHCb pixel readout chips. Two ladders form a half-stave and sixty staves, each consisting of two half-staves, are mounted in two concentric barrels around the interaction region. Each half stave is equipped with a Multi Chip Module (MCM), which hosts three different ASIC chips: one for the biasing of the Alice1LHCb chip and for temperature monitoring, one for digital read-out and one for data transmission. The chips were designed at CERN in a commercial 0.25(m CMOS process using radiation tolerant layout techniques. This presentation gives an overview of the system, describes the results obtained from the individual components as well as the software and hardware of the Data Acquisition System. 

82 - Front-End Hybrid for the CMS Silicon Tracker 

(Preparation of Industrial Production) 

J.D. Berst, U.Goerlach, C. Maazouzi,  F. Didierjean, Ph. Grähling

Abstract 

A Front-End Hybrid for the readout electronics of the CMS silicon tracker has been developed in two different technologies with the aim of a complete industrial production of the ca. 16000 modules needed for the experiment. We will present the development of the electrical design of the multi-layer board and its implementation in three different technologies:  thick-film on ceramic, advanced FR4-PCB and a combined Mixed-Flex Rigid multi-layer structure. We will describe the impact on the design, test results of the various hybrids fabricated and discuss in particular the possibilities of a cost-effective production in industry. 

83 - A Measurement of the Radiation Field in the CDF Tracking Volume"

Andy Hocker
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Abstract

We present direct measurements of the spatial distribution of both ionizing radiation and low energy neutrons (E_n < 200keV) inside the tracking volume of the Collider Detector Facility (CDF) at Fermilab.  Using data from multiple exposures we are able to separate the contributions from beam losses and proton-antiproton collisions.  Initial measurements of leakage currents in the CDF silicon detectors show patterns consistent with predictions based on our measurements.  

Summary

Predictions for the effective lifetime of the silicon tracking detectors at the TeVatron accelerator at Fermilab depend on the amount of radiation to which the detectors are exposed.  In order to measure this radiation and map out its spatial distribution, an array of 870 thermoluminescent dosimeters (TLDs) were placed throughout the CDF tracking volume.  The dosimeters used were of the Li-7Fl and Li-6Fl types.  Both types are sensitive to ionizing radiation; the latter is also sensitive to radiation from low-energy neutrons.  The dosimeters' response to ionizing radiation was determined at an on-site Cs-137 calibration facility, and corrections were applied for non-linearities in response for doses over 100 rad.  The dosimeters were exposed in the CDF collision hall during two different phases of collider operation in 2001, one dominated by beam losses and the other by proton-antiproton collisions.  This allows for the separation of the accumulated radiation into "beam-loss" and "physics" components. A fit of the observed doses to a simple model results in a determination of the power-law radial dependence of the radiation field, and also the profile of the field along the beam (z) axis. From a preliminary  extrapolation of these measurements to the innermost layer of the CDF silicon vertex detector, we determine a dose rate of 300 rad per inverse picobarn of delivered luminosity. This work establishes the use of TLDs as a viable technique for measuring absolute radiation doses at a hadron collider experiment, with a precision level of 5%.
________________________________________________________________________
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The trigger used for the collection of the samples of K0 ( (0 (0 decays in the NA48 experiment at CERN has successfully operated over several years. The novelty of this system is largely its architecture, where the entire trigger computation is performed in a single, fully synchronous and dead-time-free pipeline, running at the common experiment clock frequency of 40 MHz. This approach allowed to cope with the demanding specifications of a high rate kaon beam. The feature of having no dead time is most important in the (’/( analysis.  The system was also sufficiently flexible to allow rare decay triggers to be added.  The trigger efficiency was carefully studied and is well understood.  The overall measured efficiency for K0 ( (0 (0 events is (99.920 ( 0.009)\%; it is the same for KS and KL events, thus bearing no correction on the double ratio measurement.

85 - A low-power high dynamic range front-end ASIC for imaging calorimeters
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Abstract
High granularity Sci-Fi calorimeters with shower imaging capabilities require dedicated front-end electronics. The ICON-4CH is a 4 channel input, 12 channel output ASIC designed for use in a multi-anode photomultiplier system with very large dynamic range and low-noise requirements. Each of the four input signals to the ASIC is split equally into three branches by a current conveyor. Each of the three branches is scaled differently: 1:1, 1:8 and 1:80. The integrated signal is read out by a 12 channel low-noise/low power high dynamic range charge sensitive preamplifier-shaper circuit (VA4-PMT chip), with simultaneous sample and hold, multiplexed analog readout, calibration facilities. Tests performed in our lab with a MAPMT are reported in terms of linearity, dynamic range and cross-talk of the system.
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Abstract

Future system designs will use, in addition to traditional embedded processors, innovative approaches based on flexible distributed processors, enabled by digital programmable logic devices like complex FPGA’s.

The complexity of many of today’s system architectures can be likened to that of highly integrated microelectronic chip design. Traditional system partitioning is generally done at the early stage of system architecture, by defining the tasks to be implemented on the embedded processor(s), and the tasks to be designed on the hardware.

Evolution of system-on-chip, or integration of an application in one of few devices becomes a revolution when the technology enables innovative system architectures. The key to this new approach is high-bandwidth communications between distributed processors, and a flexible hardware / software partitioning which can be adapted to the evolution of the system in real time, and during the complete product life cycle.

This study targets the Xilinx Virtex-II ProTM platform FPGA, and is illustrated by comparative examples of hardware or software implementation. Another example shows how distributed processors can optimize interrupts management. 

Summary

All digital systems typically consist of some form of hardware components, processors running software and memory. The system architect maps a particular system into these various components, taking into account a wide variety of factors including, component availability, upgradeability requirements, legacy hardware IP and software, cost, technical feasibility and more. Some of these functions could be implemented in either software or hardware. The choice of which is very application dependant and the choice of which solution to deploy may not be straight forward. For example: Should a control algorithm be implemented in software or would a Finite State Machine running in hardware be a better option? The decisions will probably be one of hardware area required vs software processor overhead required. Another example is encryption design: There are numerous standards for encryption around, and change is common. Like the control algorithm, a hardware or software implementation will depend on the nature of the algorithm to be employed. A typical decision process for System partitioning is to implement heavy data path algorithms in hardware and control and decision making processes in software. 

Each module of a complex system is optimized for cost, performance, bandwidth…, without first deciding the specific hardware or embedded software implementation:

· A first example of a DES encryption algorithm offers an excellent case study for this paper to compare hardware and embedded software solutions, and the advantages of the flexibility in the choice beyond a simple partitioning decision. Using this example, a combination of hardware and software solutions are analyzed to offer various alternatives to various specifications, and demonstrate revolutionary co-design approaches for this DES algorithm. Both software and hardware can be co-designed to optimize the attributes of each, and thereby of the whole system. Software and hardware engineers should be able to work together as a cohesive team, focusing at the module level, to ensure that each module in the design is optimal.

· A second example is an implementation of complex functions in real time - such as huge tables with dynamic/variable priority and lifetime events - require a sophisticated architecture and efficient partitioning between and software tasks. Today the dual port memory capacity offered by the most advanced FPGA’s allows the possibility to share tables of data between software and hardware. The hardware   manages the real time processing and the software takes care about the priority and sort tasks. But at each incoming data/timing event the processor needs very high bandwidth access to the data to accomplish this functionality. A smart solution for resolving this case is to use a processor directly coupled to the memory. The processor and the memory are working at the same frequency – for example, the OCM provides a direct and expanded link between the PowerPC and the BlockRam in the Virtex-II ProTM parts from Xilinx. The example of a Wireless LAN – as IEEE 802.11 or Hiperlan - access point illustrates these needs of managing in real time many tables of parameters for elements like QoS, security, complex access algorithm…
There are two kinds of challenges faced by the designers. The first one is to accelerate the performance of a single but large task. The solutions may be parallel processing using multiple processors. This is first approach to distributed processing. Multiple processors run the task in parallel. The second challenge is to accelerate the performance of multiple different tasks in a system. By using multiple processors - one processor per task - each processor is dedicated at executing that specific task. To illustrate this point, the example of the time required for changing from one task context to another due to hardware or software interrupt is often a critical parameter. Sometimes the interrupt task to be performed is small in relation to the time context change. If the number of resources and the number of interruptions become important then the timing budget for the Processor for the main task becomes too small. With the possibility to use several small soft processors around the PowerPC allow the distribution in an efficient manner the processing of the different tasks. 

The Virtex-II ProTM platform FPGA solution from Xilinx is the most technically sophisticated silicon and software product today. The goal is to revolutionize system architecture “from ground up”, and offer a unique flexible platform to design distributed processors in a system, and high-speed connections. The Virtex-II Pro devices incorporate 3.125 Gbps full-duplex transceivers, and up to four PowerPC (IBM PPC 405) processor cores. With the addition of soft cores like the MicroBlazeTM (32-bit RISC processor) and the PicoBlaze (8-bit microcontroller)  from Xilinx, the Virtex-II Pro is the solution to design hierarchical distributed processors systems with the innovative hardware / software partitioning trade-offs explain in this paper. The previous examples show that complex system architectures now have a simple, flexible and reprogrammable solution. 

All details about the Virtex-II Pro product can be found at:

http://www.xilinx.com/xlnx/xil_prodcat_landingpage.jsp?title=Virtex-II+Pro+FPGAs
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Abstract

LHC experiments will make use of thousands of serial links in order to transfer digital data from the electronics sitting in the detectors to the off detector electronics located more than 100 meters away.  Due to the high level of radiation present in the detectors CERN designed and developed the Giga Opto Link (GOL) chip, a radiation hard serialiser.

On the contrary the off-detector electronics currently designed for the processing of the digital data as received from the detectors will heavily rely on commercial programmable components like Field Programmable Gate Arrays.

Deserialising the serial data before their processing by the FPGAs will also be done using commercial components. Xilinx company is now offering a new type of FPGAs which embed deserialisers (Virtex2Pro). Using such components will allow more powerfull and compact design of the processing boards of the off-detector electronics.  This presentation will describe the results of tests performed for measuring the performance of a complete link made of a GOL chip and a Virtex2Pro circuit.

Summary

Electronics located inside the detectors of the LHC experiments will generate a huge amount of digital data. These data will be processed for trigger or readout tasks in the off-detector electronics located in counting rooms distant by 100 meters from the detectors.

In order to keep as low as possible the number of data links between the front-end and the off-detector electronics the digital data are serialized. Moreover the serialisation is performed by means of Giga Opto Link (GOL) chip which is a radiation hard circuit specially designed by the CERN Microelectronics Group. The GOL chip supports two standard protocols, the G-Link and the Gbit-Ethernet, and sustains transmission of data at both 800 Mbit/s and 1.6 Gbit/s. The ASIC was implemented in a 0.25 mm CMOS technology employing radiation tolerant layout practices.

The off-detector electronics processes the received data either for generating information used by the central trigger system  or for reading the data stored by the central data acquisition system of the experiments.

These processing tasks will heavily rely on use of commercial programmable circuits like FPGAs. In order to present the data to the FPGAs a demultiplexing of the serial data is performed. This task can be done using commercial circuits like the Agilent HDMP 1034A  or the Texas Instrument TLK150x circuits depending on the used protocol.  Due to the recent introduction of FPGAs embedding serialisers/deserialisers an alternative solution is now possible with the benefit of more compact design of the off-detector electronics.  Tests aiming to measure the performance in term of bit error rate and latency of such serial connection using the 8b/10b protocol between the GOL chip and the Virtex2Pro circuit recently released by the Xilinx company  have been carried out by a team of engineers of Xilinx, CERN and LLR during last summer.

The results of these tests will be presented in this talk as well as a discussion of the possibility to perform the deserialing task using programmable resources of the FPGAs or extending the range of Virtex2Pro applications in the high energy physics domain by designing a G-link protocol decoder.

88 - Reliability prediction for TFBGA assemblies
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Abstract:

One of the key hot topics in dense LSI packaging technologies is to reduce the thermo-mechanical stress caused by a mismatch of coefficients of thermal expansion (CTE) among material employed. Nearly all developers of portable electronics products typically perform several kinds of physical test in development cycle to evaluate reliability/quality of the products. In this work a common thermal ageing tests were replaced by novel so-called power-cycling tests, which are closer to the real electro-thermo-mechanical life of electronics product. More precisely, special thermal test chips of TFBGA168 was designed and made for investigation of die packaging quality/reliability as well as reliability of the functional interconnections. The assembly consisted of an array of polysilicon resistors (active area 36 mm2) surrounding a sensing diode for precise temperature measurements. The whole assembly was designed to reproduces thermo-mechanical behavior of TFBGA package massively produced by STMicroelectronic [1], the second microelectronics manufacturer in Europe. Both, physical experiments and simulations were carried-out to locate position of critical parts. Complexity of structural package characteristics was simulated by using ANSYS and FLOTHERM software. A strain energy based model was employed to locate the most vulnerable areas in the package and predict mean-time-to-failure (MTF).

89 - Timing Distribution at the LHC

B.G. Taylor, CERN

for the RD12 Collaboration

Abstract

This paper describes a unified approach to fast timing distribution at the LHC. The timing signals for each ring of the machine will be encoded and transmitted over optical links from the RF generators to the PCR, where beam-synchronous messages will be added. High power laser transmitters will then broadcast the signals over singlemode optical fibres to the four LHC experiments, to the test beam areas, and to the beam instrumentation located around the LHC ring and on the SPS transfer lines. At the experiment areas, trigger information and local synchronous commands and data will be added. The regenerated signals will then be broadcast over multimode passive optical networks to several thousand destinations.

Summary

A unified approach has been developed by the RD12 collaboration for the distribution of fast timing signals to all the experiments and the beam instrumentation at the LHC. The timing generators will be located in a new Faraday cage at SR4, in the vicinity of the LHC RF system. Separate systems will be installed for the two rings of the machine, which will be operated at slightly different frequencies during certain beam-steering operations. The bunch clock and orbit signals for each ring will be encoded and sent by medium power laser transmitters over single phase-stabilised optical links to the Prevessin Control Room (PCR).

At the PCR, the received signals will be decoded and beam-synchronous timing (BST) information will be added to them by a BST message processor. The BST messages contain machine event data of interest to the experiments as well as commands and data synchronous with the machine orbit that are required by the LHC beam instrumentation. After regeneration of the bunch clock, two high power 1310 nm laser transmitters at the PCR will broadcast the composite signals over singlemode optical fibre links to the four LHC experiments and the beam instrumentation located around the ring. A third transmitter using the SPS instead of the LHC orbit signal will broadcast the timing signals to the test beam facilities in the West and North areas and the instrumentation on the SPS-LHC transfer lines. 

At each of the LHC experiments, the 11.246 kHz machine orbit signal and the 40.079 MHz bunch crossing clock is regenerated by a standard TTC machine interface. This compensates for the orbit phase differences around the LHC ring and employs a VCXO-PLL to deliver the bunch clock with a jitter of about 10 ps rms. It provides orbit and bunch clock outputs to drive experiment TTC distribution systems with up to 40 trigger partitions. For redundancy a pair of machine interface systems will be installed, receiving the signals from the PCR via separate fibres.

The trigger information generated by the global trigger is then added and the BST information is replaced by the local synchronous and asynchronous commands and data for each subdetector partition. The local backbone distribution systems employ compact laser transmitters to broadcast the TTC signals via passive optical tree couplers to a few thousand destinations. At each destination they are received by a low cost InGaAs photodiode/preamplifier coupled to a radiation-hard custom timing receiver ASIC with programmable deskews. To reduce optical coupler costs multimode transmission is used for the numerous shorter links in this part of the system.

The unified timing distribution system provides for the transmission of the LHC timing signals from the RF generators of the machine through to the destinations at all the experiments, the test beam areas and the beam instrumentation around the ring and in the SPS transfer lines. It then provides facilities for the distribution of the signals over the TTC backbone at the experiments themselves. The use of a single CERN-wide system for the distribution of these timing signals is expected to result in cost savings and operational and maintenance advantages.

90 - The ATLAS readout system of the Liquid Argon Calorimeter

Daniel La Marra, Annie Leger, Guy Perrot, Luc Poggioli, Julie Prast, Imma Riu, Stefan Simion

Abstract

The Readout Driver (ROD) system is a key element of the ATLAS Liquid Argon Calorimeter readout system. It processes a predetermined number of samples of the bipolar output waveform from the calorimeter front-end electronics and precisely determines the energy deposited in each calorimeter cell and the timing of these signals at the Level one trigger output rate of 100 kHz. It applies an optimal filtering algorithm while minimizing the pileup and electronic noise and uses coefficient constants determined from the calibration.

Approximately 200000 channel outputs are processed through the Liquid Argon ROD system. Only their energy, timing and a quality flag are sent to the data acquisition. The impossibility to recover the original data imposes severe reliability requirements to the ROD system.

The system consists of around 200 ROD modules, 200 transition modules and 16 custom-made backplanes. A ROD module receives data from 1024 calorimeter cells through eight 1.6 Gbit/s optical fibers and consists of one mother board with four mezzanine boards (called processing units) which contain two DSPs each. This modular design offers the possibility to use the latest development on DSP technology in the future. Two different DSPs have been tested and the results compared. These results together with the description of the Liquid Argon Calorimeter readout system are presented.
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