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Abstract
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1. Introduction

1.1. Purpose

This document gives an introduction to the Joint Controls Project (JCOP), the reasons for its existence, its mandate, structure, a summary of its activities to-date as well as those planned for the future. 

1.2. History of JCOP

The initiation of the JCOP project resulted for a recommendation of the Working Group on Common Projects in the Field of Software/Computing and Trigger/DAQ at Large Hadron Collider (LHC). The recommendation was that a project team should be formed from appropriate people from the experiments and the IT-CO Group to address common aspects of the experiments’ Detector Control Systems (DCS). The task assigned to this team was to define, select, develop and support a framework and components of the control system to be used. It was felt that given the increasing constraints on manpower, as well as the evident similarity in technical requirements for controls amongst the experiments, the project would enable more efficient use of resources to be made. The intention was that the project should have five equal partners; ALICE, ATLAS, CMS, LHCb and IT-CO.
 This implies that the experiments are on the one hand clients of JCOP - in the sense that the deliverables are for their use - but on the other hand are also jointly responsible for these deliverables. This was re-iterated very strongly during the first JCOP Steering group meeting.
However, it should be clearly noted that although JCOP is responsible for providing common components the responsibility for building the final controls applications rests with the experiments, which each have a differing overall approach to its controls. As such, they are free to choose which JCOP-provided components they wish to use and for what purposes, even outside of the domain of DCS.

The project was set up at the end of December 1997 with David Myers as Project Leader. After its first two years of operation, a review of the project took place which led to a clarification of reporting lines and a Revised Mandate. David Myers stepped down as Project Leader in January 2001 to take on the role as Group Leader of IT-CO and was replaced by Wayne Salter.

1.3. Organisation of JCOP

1.3.1. Participation and Management Structure

The participants of the project are members of the four LHC experiments and collaborating support groups who together form the Project Team. There are bi-weekly project team meetings at which technical issues are discussed, the status of on-going projects presented as well as other presentations of interest. Although the aim has been to create a forum for technical discussions, the project team meetings are mostly used for technical presentations. The minutes of these meetings are published on the web.

Day-to-day decisions are made by an Executive Board (EB), chaired by the Project Leader, and composed of the experiments’ Controls Co-ordinators, the Steering Group Chairman and a representative of each sup​port group involved (currently IT/CO and EP/ESS). Other people may be invited by the chairman to a particular meeting when appropriate. These meetings are also held bi-weekly and the minutes published to the EB members only.

The management of the project is carried out by the Project Leader who reports to a Steering Group which meets quarterly. The Steering Group is composed of:

· Representative of each of the IT and EP management (DL or DDL) one of which assumes the role of Chairman (currently Ioana Videau the DDL of EP)
· Technical Co-ordinator of each experiment

· DAQ Co-ordinator of each experiment

· Controls Co-ordinator of each experiment

· GLIMOS of each experiment (for issues related to the DSS)

· Group leaders of the support groups involved (IT/CO and EP/ESS)

· JCOP Project Leader

The programme of work is approved by the Steering Group which is responsible for identifying and making available the necessary resources. The minutes of the SG meetings are only circulated to the members of the SG.
According to the revised mandate, whilst much of the effort is expected to come from CERN support groups, contributions are also foreseen from the experiments and people with particular expertise from one experiment may provide advice and support to the other experiments on topics of common interest.

1.3.2. Sub-Projects and Activities

The Project Leader is responsible for drawing up a Programme Plan in collaboration with the Executive Board. The original Programme Plan was produced in January 1998 and has been updated several times since to reflect the developments in the project. The latest version dates from January 2002. The Programme Plan defines the activities of JCOP, the high level milestones and resource allocations.
For individual deliverables, sub-projects and/or services are set up with a leader who reports to the JCOP Project Leader. For each deliverable, it is expected:
· To specify detailed requirements and evaluate and prototype possible solutions.

· To ensure that manpower and financial resources are available.

· To implement, test and document the agreed solution

· To set up a system for configuration, support, long-term maintenance and change management.

The work that can be performed by JCOP is largely limited by the available resources which are predominantly provided by the IT-CO group, which like the majority of CERN groups, is expected to decrease in size up to 2005. Hence, the availability of resources will be a key issue during the remainder of the project.
1.4. General Approach

As JCOP was set-up as a collaboration between all parties, the general approach is to work by consensus, and particularly in all technical choices. As resources are tight, where possible commercial solutions are chosen to reduce the manpower required to build the systems and to ease the long-term maintenance. Nonetheless, as the requirements of an experiment control system are somewhat different from those of a typical industrial application, some custom solutions are inevitable. Where these are necessary, emphasis is put on implementing solutions that can be maintained in a reasonable fashion over the life-time of the experiments.
The JCOP solutions are normally general-purpose solutions which are chosen for global optimisation. As such, they might not always provide the best possible solution in all areas. Nonetheless, they should be sufficient and flexible enough to meet the needs of the experiments. The experiments can then choose which solutions to take and for which use they put them.

2. Activities
There are some activities reported here which were undertaken before JCOP was initiated. These are included as they were either precursors to activities performed later by JCOP, or had some significant influence on the later activities of JCOP.
2.1. Completed Sub-projects

2.1.1. Evaluation of Technologies

A series of projects were conducted to evaluate the suitability of certain technologies for use in the control systems of the LHC experiments. Please note that the information given reflects the understanding at the time of the evaluation and not necessarily the current status of any of the technology.

2.1.1.1. EPICS Evaluation

The Experimental Physics Industrial Control System, EPICS, is a set of software tools and applications originally developed by Los Alamos National Laboratory and Argonne National Laboratory for the purpose of building distributed control systems to operate devices such as Particle Accelerators, Large Experiments, Telescopes, and so forth. At the ICALEPCS’97 conference in Chicago, the ATLAS and CMS controls co-ordinators saw presentations on the EPICS toolkit and felt that this might be suitable for the controls of the LHC experiments. Based on this recommendation, and because of its potential applicability for the LHC experiments, a proposal to perform an evaluation was made in January 1996 and a review of the situation with the title LHC Controls and EPICS was written up in the following October by David Myers. This original assessment identified a number of points to be addressed further and suggested that prototype/evaluation projects be undertaken. 

These were:  

· A prototype application for evaluating EPICS and CANBus, which was a small prototype to control fan trays and power supplies of VME crates. This activity was performed by Manuel Gonzalez Berges from IT-CO (then ECP-CO) and David Fernandez Carreiras an ATLAS Technical Student in 1997.
· EPICS for the CMS B1 Gas Control System, which was to build an operational prototype for the CMS Micro Strip Gas Chambers (MSGC). This was intended not only to evaluate EPICS but also to get feedback on the design of the gas system. This development was performed during 1997 by Renaud Barillère, Rolf Stamfli and Marian Zurek from IT-CO (then ECP-CO).
These evaluations led to a number of technical issues being identified. The overall summary was that the availability of the EPICS source code gave complete flexibility; modules could be modified or new ones created using old ones as templates. The EPICS community was very dynamic and there was continuous development, improvements and ports to new hardware. On the other hand, as pointed out in the reports, many tools would have needed functionality to be added before using them in an experiment. The main points were the following: the tools were not integrated but ran more or less independently from each other and as such did not present a consistent ‘look and feel’; connection of the EPICS configuration (records) and logging facilities to a powerful commercial data base system would have been needed; a global alarm handler with additional features would have been needed. 

Furthermore, it was felt that EPICS needed a substantial level of training and expertise, both for the developer and the end user (operator). Although this was available in the accelerator community, it was much less so for the experiments. As the experiment control systems were to be built by highly distributed teams it was difficult to see how such people, many of whom would only spend a small fraction of their time on controls activities, could build up and maintain the necessary knowledge and expertise.
In summary, EPICS could have been a solution for controlling the LHC detectors, but a sizeable support team would have had to add the functionality needed, help to set up the system at the various sites, train and guide the developers of the sub-detectors and help in trouble shooting. In addition, any changes made to EPICS or new features added would have needed to have been handled by the central team. This would have implied major effort in terms of testing, version control and distribution. Furthermore, JCOP is only responsible for common aspects of the experiment control systems and this lies almost entirely at the supervisory level, apart from the use of commercial front-ends such as PLCs, the experiments have not reached any agreements on common front-ends. At this time the supervisory layer of EPICS was certainly the weaker area of the two-layer architecture and one would not have been able to benefit from the use of the front-end code (in VME) unless the sub-detector teams had chosen themselves to use it. 

2.1.1.2. TIS400 Evaluation

There are several commercial implementations of EPICS available, and the one considered most suited for use for experiment controls, TIS4000, is produced by a company called Hathaway Industrial Automation. During the autumn of 1997 an evaluation of this product was carried out. This was led by Hervé Milcent and supported by Manuel Gonzalez Berges.
A report of the findings was produced in early 1998 and a brief summary is given below.

TIS4000 is based on the same architecture as EPICS and thus exhibited many of the same strengths and weaknesses as EPICS. However, the following major important differences were noted.
· Positive: 

· As a commercial product the maintenance would be assumed by the company

· Backend tools are more integrated than those of EPICS. However, some tools are still not integrated.

· Development environment is better and more professional than EPICS

· Negative:
· As a commercial product there are licensing fees to pay
· As a commercial product the source code would not be available and the product was less open and flexible than EPICS

· No development environment for adding new drivers and record types

· Lacks multi-user development features

Thus, in summary, whilst TIS4000 could have been a solution for controlling LHC detectors, it would have been essential for Hathaway to add the necessary development facilities to add new records and drivers to make this useable. Furthermore, like EPICS, the strength of the system is more in the front-end than back-end.
2.1.1.3. Technology Survey (SCADA Technology)
The purpose of the Technology Survey, which was started in 1997, was to investigate the suitability of commercial Supervisory Control And Data Acquisition (SCADA) technology for the detector controls of the LHC experiments. This was a follow on to the previous evaluations of EPICS and TIS4000. This activity was led by Axel Daneels and supported by approximately 10 other members of IT-CO at various times during the project, mostly technical students and visitors. In addition, ALICE provided the services of a coopérant for a short period to support the evaluation of one of the short-listed products – please see below. 

As very little was known at the time about SCADA technology, which products existed or their relative capabilities, the first step undertaken was to request information on such products from a large number of companies (>150) which had been identified to be involved in the domain of process control. From the forty or so responses received, a first selection was made. This was based on the questionnaire responses, on any additional technical documentation provided, as well as on the responses to a number of additional questions sent for clarification. This initial sorting was effectively done to eliminate products that were clearly seen to be unsuitable, e.g. not adequately scalable or that were based upon the use of proprietary hardware. This first selection reduced the number of products to around 20.

In order to reduce further the number of products, and to come up with a short-list to be evaluated in a ‘hands-on’ fashion, the remaining companies were visited to obtain more detailed information on the capabilities of their product. 
On the basis of this detailed information a comparison of the products was made by applying a set of detailed criteria and weightings which had been drawn up together with the experiments’ controls co-ordinators. This led to a ranking of the products and the top five were selected for further evaluation.

It was decided to perform the ‘hands-on’ evaluation of the short-listed products in two phases and special evaluation licenses were obtained from the companies and training courses organised. The first evaluation phase was intended to look at the basic functionality of the products and to assess their ease of use, both in development as well as during run-time, whilst the second phase was intended to look in more depth at a number of specific issues related to using such a system in an HEP environment.

In addition to performing this ‘hands-on’ evaluation, the market watch was continued and this led to the identification of a number of additional products of interest, one of which was eventually added to the short-list of products to be evaluated.

Finally, to understand better some technical issues not generally covered in the product documentation, and to discover the intended evolution path for the products, a set of meetings was set up with engineers from each of the companies.

In September 1999, at the second JCOP workshop, the results of the evaluation were presented. On the basis of these and the discussion that ensued, the experiments agreed to pursue SCADA technology for their controls. Consequently, an official market survey and tender were initiated. 

There are many SCADA systems on the market and a set of detailed criteria was established to evaluate them in order to choose the best system for CERN. This list of some 168 criteria, which was produced together with the experiment controls co-ordinators, concentrated on the more advanced features of SCADA systems, i.e. did not cover features known to be in all SCADA systems, as well as concentrating on the specialised areas of the DCS. The more important requirements for a CERN SCADA toolkit are given below:

· Architecture

· Completely event driven system

· Device oriented rather than a simple Tag (variable) based system

· Openness

· Access to all internal data via an API

· Access to external databases

· Hardware access i.e. support for:

· OPC

· CERN Selected PLCs

· CERN Selected Field Buses

· Remote access capability

· Scalability

· Static
Support for:

· A very large number of control points (in the order of 1M I/O)

· Large no. of alarms and archive data

· Large no. of stations

· Dynamic

· Ability to add dynamically to the system, e.g. data items, alarm definitions, SCADA stations
· No limitations on:
· No. of stations

· Name lengths

· Possibility to distribute the system over many CPUs

· Flexibility

· Extensive and flexible customisation capabilities

· Easy integration of user functionality

· CERN supported Operating Systems

· Windows

· Linux (RedHat)

· Inter-operability between the supported operating systems

· Functionality

· Advanced scripting capabilities

· Array handling (multi-dimensional and dynamic)

· Advanced HMI (including dynamic creation of synoptics)

· Sophisticated alarm handling capabilities

· Tools for the administration of the SCADA system itself

· Development

· Support for multi-user teams

· Support for distributed teams and the capability to integrate easily the various developments

· Configuration capabilities

· Capabilities to ease the configuration of a very large number of devices

· Allow for configuration by non-SCADA specialists

· Compatibility with other systems 

· Operational concept

· To allow the completed DCS to be operated in an integrated mode from a single HMI station

· To allow also stand-alone operation. That is to say to allow partitioning of the system and for these individual partitions to be operated independently from all others and in parallel

· To support both central and remote operation of the system

· To provide a simple and intuitive interface enabling non-professional operators to be able to operate the DCS

· To be able to support multiple simultaneous operators (>30)

The SCADA system selected by JCOP, after an extensive evaluation, was the Prozeßvisualisierungs- und Steuerungs-system (PVSS II) from the Austrian company ETM. Some of the important features of this product, which led to its selection, are given below.

Figure 1 presents the PVSS II software architecture. Each of the bubbles represents a PVSS II Manager (independent process). The following points highlight important features of this architecture.

· Any PVSS II Manager can be run on a different machine to all the others. This allows the load to be distributed. (It is recommended that the Event Manager (EV) and Database Manager (DM) run on the same machine.)

· The Control Manager (Ctrl) is used to run scripts independently from a User Interface Manager (UIM).

· The API Manager is used to interface to other systems or to implement application-specific functionality.

· A single PVSS II system can have multiple API, Ctrl, Driver and UIM Managers but only one EV and one DM.

· All communication between the Managers is handled by the PVSS II mechanism (built on top of TCP/IP) and passes via the EV.

· The managers may run on Windows or Linux or both and in any combination.
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Figure 1: PVSS II Software Architecture

Figure 2 and Figure 3 show examples of what are known as Data Point Types (DPTs) and Data Points (DPs). PVSS II allows devices to be modelled using these DPTs/DPs. As such it allows all data associated with a particular device to be grouped together rather than being held in separate variables (as is typical in many SCADA systems.)

A DPT describes the data structure of the device and a DP contains the information related to a particular instance of such a device. The DPT structure is user definable and can be as complex as one requires and may also be hierarchical as shown in the example. In Figure 2 we see a DPT representing a simple high voltage channel. This has a set of read (readings) and write (settings) parameters, called Data Point Elements (DPEs) associated with it as well as associated display information - in this case the name of the panel to be used.
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Figure 2: Example Data Point Type

In Figure 3 we see two instances of this DPT called channel1 and channel2. For channel1 we can see that for the vMon parameter a number of sub-elements are present (alert_hdl, archive, address, original, common and lock). These are known as ‘configs’ and enable specific behaviour to be configured for a DPE, e.g. alarm handling or archiving as well as to hold attributes of that DPE, e.g. its current value or its hardware address.
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Figure 3: Example Data Point

The same panel or graphic symbol may be required many times in a controls application. To ease development PVSS II provides the possibility to create a single symbol or panel and to use it many times. This is called a Reference Panel. Changes to this Reference Panel are inherited by all instances of the panel. Where actual variables, which vary between the various instances, are referred to in such a Reference Panel, these are replaced by dummy variables called $parameters. When the Reference Panel is instantiated these $parameters are replaced by the appropriate actual variable names. This can be done either during development time when a Reference Panel is embedded into another panel or at run-time when the panel is opened. In this latter case the required variable names are passed as arguments when opening the panel. 
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Figure 4: Example of the use of a Reference Panel
In the example given in Figure 4 three $parameters are used and these are mapped to real variable names in the two instances of the reference panel shown in the CAEN Crate Configuration panel.

Scalability is an important issue for a DCS and PVSS II provides two possibilities for scalability. The first is shown in Figure 5 where a possible distribution of the PVSS II Managers across multiple machines - called a Scattered System - is shown. This is not intended to be a recommended set-up but rather an indication of the possibility for not only sharing the load across many CPUs but also the capability to mix Linux and Windows machines in the same system.
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Figure 5: PVSS II Scattered System

The second option for achieving scalability is shown in Figure 6. This shows how multiple PVSS II systems can be connected together to exchange data - called a distributed system. An additional manager - the Distribution Manager - is used to connect one EV to one or more other EVs. In this case, all the data in any system is available in any other system. For example, a panel being displayed in a UIM in System 1 could be used to present information not only from System 1 but also from Systems 2 and 3. For the user it is transparent from which system the data originates.
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Figure 6: PVSS II Distributed System

Thus PVSS II is very scalable and offers the possibility to build very large systems using these mechanisms.
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Figure 7: Redundancy Concept

Figure 7 shows the redundancy concept of PVSS II. It is possible to configure two identical systems as shown in the figure. The UIMs are connected to both systems but receive the display data only from the active system. Data is received and processed by both drivers (TR) and passed to the corresponding EVs. However, only the EV in the active system accepts the data. This data is then passed to the other EV in order that this has an identical process image. Similarly, any commands from the UIM are passed to both EVs, but again only accepted by the active one. This again passes the command to the other EV. 

The Redundancy Managers (RM) monitor the status of their respective systems and communicate this information with each other. In the case that a problem with the active system is detected an automatic switchover to the standby system is made. From a user point of view this is done in a transparent manner and he can continue to monitor and control the system without interruption. This functionality is being considered for use in the DSS.
Following the selection of PVSS II, CERN negotiated a license agreement with ETM which allows unlimited use of PVSS II for the LHC Experiments independent of the location of the development teams. This means that the development does not need to be constrained in anyway by licensing cost considerations.
As with any software, PVSS II has continued to evolve since its selection and regular meetings are arranged between CERN and ETM to discuss the future evolution and CERN enhancement requests. 

2.1.1.4. Evaluation of OPC

Although OPC (OLE for Process Control) is now a well established industrial standard in the domain of process control, at the time JCOP first looked at it, it was only an emerging technology. At that time, early 1999, a proposal was made to evaluate the suitability of this technology for JCOP as a potential standard mechanism for connecting to industrial front-ends. 
Prior to the adoption of OPC, manufacturers of SCADA systems were required to build specific drivers to connect to a whole host of different front-end equipment as each manufacturer of such equipment developed his own proprietary communications mechanism. In order to try to reduce diversity and standardise the interface between the supervisory level and lower levels of the control system, the OPC Foundation was set-up in 1995 as a collaboration between a number of leading automation hardware and software suppliers and Microsoft. This initiative led to the production of an open and flexible interface standard which is now supported by the majority of the manufacturers in this domain. This allows a SCADA system to connect to a multitude of different front-end systems via a common interface. This OPC Data Access (DA) mechanism supports three kinds of access, namely:

· A synchronous read or write

· A subscription whereby data is only sent on change to interested clients

· A refresh whereby the data is read but in an asynchronous manner

All OPC data items include a time stamp and a quality flag.
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Figure 8: OPC Concept

As shown pictorially in Figure 8, OPC servers make process data available by means of OPC items. An OPC server manages OPC items on behalf of an OPC client. The client’s OPC items are organised in OPC groups.  OPC clients can only access their OPC items through their respective OPC groups. The figure shows two OPC clients accessing process data managed by an OPC server. The first OPC client accesses its OPC items through two groups whereas the second one uses only one group.

As OPC is based on COM/DCOM it is restricted to Windows platforms.
 

The outcome of the evaluation summarised in a project report, concluded that although there were some limitations essentially due to DCOM, which the use of specific OPC development toolkits shielded the developer from, OPC was a suitable solution to integrate both commercial and custom devices with PVSS II. By the end of the evaluation OPC was already becoming a de-facto standard. 
Although the OPC Foundation has created other standards in addition to the DA standard, e.g. Alarms and Event (A&E) and Historical Data Access (HDA), these have not yet been widely adopted and therefore only a fairly limited number of commercial products support them. As a result JCOP currently only supports products supporting the DA standard, see 2.4.3.2.
2.1.2. Prototype Developments

In order to understand better the technologies being proposed and to validate these in real-life applications, JCOP has participated in a number of prototype developments. These are detailed in the following sections.

2.1.2.1. ATLAS TRT Gas Control System

The ATLAS TRT Gas Controls System prototype gave a first opportunity to try-out some of the technology being considered by JCOP for the LHC controls in a realistic environment. Furthermore, it gave the gas team the possibility to get direct feedback from users on the operational concepts being defined. In particular, the project provided insight on how the users would like to operate a closed loop control system and how they wished to use gas analysers. The project was performed by Renaud Barillère and Frédéric Michaud (coopérant) from IT-CO from February to October 1998. 

For this project a set of WAGO fieldbus (ProfiBus) modules were used to connect the I/O as at the time very little fieldbus-ready gas equipment was available. Such equipment is now becoming more widely available. BridgeView
 was used for the supervisory level and an Applicom card was used for reading these modules via the ProfiBus and interfacing to BridgeView via a DLL. In addition to providing the standard HMI facilities, BridgeView was used to implement the closed loop control of the gas process which was modelled using Finite State Machines (FSM). As summarised in the report, as BridgeView did not support FSM modelling directly, the implementation of this behaviour was cumbersome. Further, as a result of this experience, it was determined that it would be preferable to push this processing down to a PLC or other front-end computer for the implementation of the automation. In addition, this was felt to be advantageous as it would make the process control more independent from the supervision layer. In the absence of any decision regarding the supervision layer, a standard way of interfacing the process control layer to the supervision one was considered to be necessary as then the supervision layer could be replaced with little impact on the process control layer. OPC was considered to be a good candidate for this interface (see 2.1.1.4).

The prototype was useful for gaining experience with some commercial components, for receiving feedback from the gas users on some of the concepts being proposed by the gas group and finally for enhancing the proposed concepts.
2.1.2.2. ALICE HMPID

A prototype control system was implemented for the Perfluorohexane (C6F14) liquid distribution of the ALICE HMPID (High Momentum Particle IDentification) using off the shelf components. The aim of this prototype was two fold. Firstly, to assist the ALICE HMPID team to build a first application and secondly to test out some more of the technologies which were seen as being applicable for the LHC and, based on the experiment of the ATLAS TRT Gas Control System prototype, for implementing the process control in a PLC rather than in the supervisory level. The technologies evaluated were PLCs (Siemens) and OPC. As with the ATLAS TRT Gas Control System prototype, BridgeView was used at the supervisory layer. The development was performed by Hervé Milcent and E. Määtta of IT-CO with hardware support from G. Lecoeur of EP-TA2 during the final part of 1998 and the early part of 1999.
In the resulting report the development team noted that the PLC solution, with dedicate I/O modules, was well adapted to a two-level architecture where the front-end has to be autonomous, independent of the supervision and when the process control (I/O readout, closed loop control, etc.) needed to be secure and independent of the network or PC-based computer. The development tools were felt to be intuitive and easy to use. OPC was also considered to be promising for use as a common interface between systems, especially as it allows at a later stage to migrate smoothly to another supervisory system. 

2.1.2.3. CMS B2 Gas Control System
In the period following the implementation of the CMS B1 gas control system the design of the gas system was modified. This meant that the gas control system needed to be modified correspondingly. Furthermore, by this time the ideas regarding the choice of technologies for JCOP had advanced also based on the experience of the previous prototype projects as well as specific technology evaluations. Hence, it was decided to reengineer completely the system using commercial front-end equipment with a SCADA system for the back-end. Based on the experience from the HMPID implementation it was decided once again to use a Siemens PLC for the front-end, with dedicated I/O modules, connecting via OPC to the SCADA system. At this time the Technology Survey was well underway and it was decided to use one of the evaluation systems rather than BridgeView to gain experience of this in a real application. As a result, PANORAMA from the French company Europ Supervision, which was one of the more favoured products at the time and also provided an interesting licensing offer, was selected. The project was conducted by Lucia Martinez-Penuela Marco under the supervision of Renaud Barillère in the IT-CO group during 1999. More details can be found here. 

2.1.3. Architecture

An Architecture sub-group was originally set up by Pere Mato Vila (from LHCb) during the spring of 1998 to look at various design issues concerning experiment controls. A series of meetings took place over several months and the minutes of these meetings are available on the JCOP Architecture web site. The activities of the working group ceased when Pere took on new responsibilities within LHCb and as a result gave up his role as controls co-ordinator. 

The Working Group on architecture (AWG) was restarted in March 2000, chaired by Michael Huffer (on secondment from SLAC), as part of the Framework sub-project. The AWG comprised members of the IT-CO group and representatives from CMS and LHCb. The goal of the working group was to deal with detailed design issues faced during the development of the Framework. These issues included naming, system modelling, control and partitioning, use of FSMs, access control, alarm handling, configuration and persistency, interfacing to external system, software versioning and diagnostics. The resulting design agreements were summarised in the Framework Design Proposal released in October 2001.

In addition, as part of this project, a Glossary of Terms was developed which may be of use to the Review Committee to understand the terminology used by JCOP.

2.1.4. Vertical Slice

Many, if not all, detectors in the LHC experiments need to monitor their environmental parameters, such as temperature and humidity. Monitoring of environmental parameters is one of the most common tasks for a DCS. Application requirements in many cases seem to be rather similar, so that the use of common solutions for the entire end-to-end path, from sensors up to a SCADA application, would be beneficial for all experiments. However, a typical LHC experiment's DCS application brings its specific challenges:

· Extremely high channel counts per system (thousands of sensors).
· Radiation and magnetic field environments.

In this sub-project, an end-to-end path for a typical DCS application (temperature monitoring) was considered. The path includes sensors, cabling, patch panels, data acquisition equipment and its interface to a PVSS II SCADA system. Several technical solutions were studied and estimated in terms of their implementation costs.

This study was performed by Serguei Zelepoukine from IHEP during his stay in the IT-CO group as a project associated and supported by other members of the IT-CO group. The results of this study were summarised in a report, which indicated very large variations in cost/channel for the various solution studied.  

2.1.5. Miscellaneous Other Activities
In addition to the activities described above, a number of other studies were performed within the auspices of JCOP. These included:

· Database Issues – a document describing the many database issues to be addressed for experiment controls was written by David Myers. At the time the experiments were not yet in a position to discuss these issues clearly. Since that time JCOP has started to address some of the issues through the AWG and then in the FW WG. Although not all issues have been fully addressed, this document has served as a very good basis for discussions on these issues.
· Componentware – in parallel to the Technology Survey the idea of developing a control system based on componentware was discussed. Although no formal evaluation of this was done, some preliminary investigations were made. These concluded that there were very few relevant ‘components’ commercially available. Hence, it was not felt reasonable to invest much effort here until the outcome of the Technology Survey were known. The implication being that this would only have been followed in more detail if the Technology Survey had concluded that SCADA technology could not have been used.
· Test Bench – the idea behind this activity was to set-up a test facility in an IT-CO laboratory which could be used to test new controls technologies and principally SCADA technology. The original set-up was installed in early 1999. Since that time many changes have been made. The IT-CO group now has a SCADA lab for users to learn PVSS II and the FW through tutorials and this includes machines on which users can test specific developments or features. In addition, there is a lab for the development of the DSS prototype and labs for the testing of front-end technologies and in particular PLCs, OPC servers and fieldbus modules.
2.2. On-going Sub-projects

2.2.1. Framework (FW)

In Section 2.4.3 a number of JCOP-selected and supported tools are discussed. In order to provide these in a directly usable fashion for the sub-detector teams building their part of the DCS, and to reduce the overall development effort, a JCOP Framework (FW) is being developed. The FW is an integrated set of guidelines and tools that ease the development of control system applications. The FW is intended to include, as far as possible, all templates, standard elements and functions required to achieve a homogeneous control system and to reduce the development effort as much as possible. Furthermore, the FW is intended to hide the complexities of the underlying tools to reduce the knowledge required by a typical developer of the controls application. The FW is based on design decisions resulting from the work of the AWG.
Figure 9 below gives an overview of the JCOP Framework. As can be seen, the FW in principle covers all levels down to the connection to the hardware. However, as there is only agreement on the use of certain hardware elements and front-ends, the majority of the FW is provided at the supervisory level. Nevertheless, connection of other front-ends, and integration with the FW, is possible via one of a number of communications interfaces (OPC, PVSS II Communications, DIM or DIP).

[image: image9.png]Supervisory Application

PC (Windows, Linux)

FSM, DB,
Web, etc.

Supervision

Communication

FE Application
Device Driver

Commercial Devices

FE Application

PLC

Other Systems

Front-end





Figure 9: JCOP Framework
The FW provides a number of components which can be divided into two main categories; Devices and Tools. In terms of devices there are already a number of standard HEP items provided, including CAEN and ISEG High Voltage Power Supplies, Wiener Low Voltage Power Supplies, ELMB, PS and SPS data servers. In addition, there is a set of standard configuration panels and standard script libraries to ease the implementation of non-FW devices. In the category of tools, there is the integration of the 
Finite State Machine, an external alarm server, an additional driver (DIM), the hierarchical modelling tool, a mass configuration tool, an enhance trending tool and an exception handling mechanism. Other devices and tools will be added as and when necessary following the priorities and milestones defined by the FW Working Group, see below, and according to the available resources. For instance the issues of interfacing to a configuration database and data storage and retrieval, i.e. interfacing to the conditions database and long-term storage (CASTOR) are being addressed and prototypes being developed.
As shown in Figure 10 the development of an experiment control system is seen as a multi-layered process. As stated above in section 2.1.3, an AWG was set-up to define the design for the Framework, which is intended to cover all the common needs of all four experiments. The Framework is being implemented by the Framework Team using the standard selected tools, e.g. PVSS II and SMI++. This will result in an experiment independent Framework supporting the common needs of all four experiments. However, individual experiments may have common additional requirements across all their sub-detectors, which should logically be implemented centrally, and therefore one can imagine a customisation of the Control System Framework for each experiment. This Experiment Framework would then be used as basis for the development of the final DCS application. This development approach avoids unnecessary duplication and reduces the development effort required by the experiment sub-detector teams.
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Figure 10: DCS Development Process
The Framework project was established in May 2000 based on a proposal agreed upon by the JCOP EB. The original project leader, Wayne Salter, was replaced by Hervé Milcent when the former took over the role as JCOP Project Leader in January 2001. Hervé Milcent in turn left the project in the middle of 2001 and was replaced by Manuel Gonzalez Berges as project leader. The changes in project leader taken together with the relatively high turn over of staff in the early part of the project, most of which were temporary staff, caused significant problems including delays in the initial releases of the FW. Although many of the staff working on the project are still temporary staff (technical students and Fellows) the team is now more stable and especially the project leader has been in charge since the middle of 2001. As the current project leader was himself at the time very new to the project it was decided to set up an advisory board to the project. This is called the Framework Working Group (FW WG) which meets regularly, nominally bi-weekly, and includes members of the FW development team and representatives of the experiments. The FW WG is chaired by the JCOP Project Leader and is responsible for defining the activities of the FW development team and for assigning priorities and milestones to these. In addition, the FW WG reviews the requirements, design proposals and final implementations of all developments. This is seen as an essential means of getting quick feedback from the experiments to ensure the developments are made according to the ‘real’ needs of the experiments. Furthermore, these meetings are used to get feedback on the use of the FW and again this helps to improve the FW along the lines required by the sub-detector teams.
For each task defined by the FW WG a person is made responsible and this person, together with support from others if necessary, is expected to gather the detailed requirements, define use cases, propose an implementation, implement the component, test the component and then support it. At each major stage of this process he is expected to make a presentation to the FW WG for comments before moving on to the next stage. 
Although the bulk of the developments are done by the FW Development Team which comprises various members of the IT-CO group, a number of developments have been done by the experiments. These are typically components that were required by the experiment concerned, but which were developed in accordance with the FW development guidelines and which, therefore, could be integrated with the rest of the FW.

In order to ease the introduction of new users to the FW a FW Tutorial has been developed. This covers the key features of the FW but will need to be maintained and enhance to reflect new developments, modifications to the FW as well as upgrades to new versions of PVSS II or any other of the underlying tools.

More information on the FW can be found on the FW web pages.

2.2.2. Detector Safety System (DSS)

This activity was initiated as a result of a realisation that there was a certain amount of functionality, which had been provided by the General Safety System (GSS) in LEP times, that hadn’t been foreseen in either the CERN Safety Alarm Monitoring (CSAM) system nor the experiment DCSs. As a result, a DSS Working Group was set-up in August 2001 with relevant people from the domains concerned and with Philippe Gavillet as chairman. This WG defined the scope and functionality required of the DSS, whose main role is to safeguard the experiment equipment. Although this started out as a project independent of JCOP for the requirement definition phase described above, due to the similarity in technology foreseen and the functionality required, it was felt that this should be covered by JCOP. The DSS was subsequently approved as a JCOP sub-project at the JCOP SG meeting of 25th April 2002. 

The DSS is intended to be a simple and robust system with a relatively small number of input and output channels. The prototype system is based on a PLC front-end (Siemens) and a PVSS II supervisory layer. To ensure a high reliability, all safety actions will be performed by the front-end, without the intervention of the supervisory layer, based only on hardwired inputs. The safety actions are intended to be fairly coarse and will essentially be to switch off the power to a particular experimental area, e.g. to a set of racks.
Following the approval of DSS as a JCOP sub-project, a DSS Team, led by Bruce Flockhart and comprising resources from IT-CO and a Fellow provided by EP, was formed and is currently working on a prototype. The work of this DSS Team is monitored by an Advisory Board, which is chaired by the JCOP Project Leader and comprises representatives of the four LHC experiments. Its mandate it is to follow the DSS development and to provide clarification on the requirements of the four LHC experiments wherever necessary. It discusses options, technical choices that might be open and possible upgrades/changes to the specification in order to ensure that the development is performed according to the needs of the experiments.

The prototype is planned for the second quarter of 2003 and a review will take place at this time to assess the suitability of the prototype design and to discuss the strategy and planning for the implementation of the full DSS implementations.
2.2.3. Gas Control System (GCS)

This activity is a close collaboration between JCOP and the Gas Group in EP/TA1. The aim of the Gas Group is to develop gas systems for all LHC sub-detectors and to base these on common components to reduce the overall effort. Consequently, the aim of the JCOP sub-project is similar and is to build generic components from which each of the 23 gas control systems can be instantiated in as automated a fashion as possible. The GCS project was initiated even before the official start of JCOP and at its inception was integrated into it. The GCS is led by Renaud Barillère, working closely with Stefan Haider (EP-TA1), with a team comprised of IT-CO resources and 0.8 FTE from EP-ESS. 
The control systems will use extensively industrial components. As part of the design and development of the cryogenics control system for the LHC an object-oriented software library for PLCs and an associated set of PVSS II supervisory level components has been developed. This is known as UNICOS and provides a standard Framework for the development of PLC-based applications employing a hierarchical modelling of the system. In addition, the UNICOS Framework includes the modelling of a number of standard field devices such as valves, pumps and flow meters. After a detailed evaluation of UNICOS it was decided to base the GCS framework on the UNICOS framework due to the similarity in requirements between these projects. As such, there is a very close co-operation between the UNICOS team and the JCOP FW and GCS team, with commonly needed developments being shared.

A number of prototype projects have been performed to validate the concepts, design and technologies, see 2.1.2. An additional prototype was built for the NA60 Gas Control System.
This was the first prototype to be based on the use of the UNICOS framework and Schneider PLCs. In addition, it used a PT100-based flow meter which has been designed by the gas group for use in the LHC gas systems. For the NA60 implementation this was connected to a micro-PLC from WAGO. This was in turn connected to the process control PLCs. This solution was shown to work from a functional point of view but does not withstand the radiation levels that will be present for the LHC experiments and hence will not be suitable for the LHC experiment. 

The use of this flow meter for LHC will require a radiation tolerant I/O module to replace the WAGO micro-PLC used in the NA60 implementation. Following the NA60 Gas Control System implementation a radiation tolerant version, using the ATLAS Embedded Local Monitor Box (ELMB), has been developed. This requires specially designed software to run in the ELMB, which has been implemented. This needs to be interfaced to a Schneider PLC and this in turn required dedicated interface software to be implemented in the PLC. This is currently being developed.
2.2.4. Rack Control System (RCS)

A common rack project was set up in the 2nd half of 2000 with the controls aspects of it under the co-ordination of JCOP. The rack project is being led by Paul Maley with support from his colleagues in the EP-ESS group. 

Originally, the RCS was intended to provide temperature and humidity monitoring, power control (to the sub-rack level) and implement a safety chain. A first prototype was developed and, on the basis of this and the discussions in the numerous rack meetings, a functional specification was developed. There was then a discussion as to whether the system could then be outsourced. At the same time it was finally decided that the RCS should be foreseen for all racks, including in the cavern. Hence, it was necessary for the system to be able to operate in a magnetic and radiation environment. This effectively ruled out the possibility of using standard industrial components and meant that radiation testing of components would have been required which was viewed as a very major effort.
However, as a result of the above and based on the increased flexibility in the control of the power distribution, as compared with LEP times, offered by ST-EL (see Section 2.4.5.1 below), it was decided to reduce the scope of the RCS. The control over the rack power will be ensured by equipment provided by ST-EL, but under the control of the DCS. Similarly, although the safety chain will be implemented as part of the RCS, the output will go as an interlock to the ST-EL provided equipment. This greatly simplifies the RCS and removes the need for extensive evaluation of components as the remaining monitoring function can be handled by connecting the sensors to an ELMB, which has been validated for use in the cavern environment. From the ELMB the connection to the DCS is via a dedicated OPC server. Radiation tolerant sensors do, however, need to be selected.
The RCS will be based on a single PCB design which will be located in the turbine unit of the rack. This PCB will be produced industrially and provided as a CERN stores’ item. 
2.2.5. Gamma Irradiation Facility (GIF)

The GIF facility is used by the LHC experiments to test out their detectors with a muon beam and gamma radiation source. The reason for setting up this sub-project was twofold. Firstly, as users of this facility come and go all the time it was felt useful to have a basic controls infrastructure in place which the sub-detector teams could benefit from instead of having to implement everything themselves. In addition, this was seen as a good test bed to try out JCOP technologies and solutions in an operational environment. The sub-project was established in the summer of 2000 with Mike Clayton of EP-ESS as the project leader. 
A basic infrastructure consisting of a CANbus and ProfiBus backbone to which standard I/O can be connected, an OPC server for the connection to a PVSS II system which provides for the archiving and display of the controls data, is provided. The PVSS II supervisory system is based on the JCOP FW and supervises a number of standard environmental parameters which are then published via the web. In addition to the support of this controls infrastructure, Mike is the Technical Manager for the GIF Facility and as such supports the sub-detector teams in the use of the facility.
2.3. Other Defined Sub-projects
This section discusses the remaining sub-project that have been defined in the JCOP Programme Plan.
2.3.1. High and Low Voltage Control

A large percentage of the controls for the LHC experiments will be the control of high and low voltage power supplies. Therefore, in August 1998 a proposal was made to initiate a sub-project on a common controls approach for high voltage power supplies. Although a proposal was written to define the requirements of the controls interface for high voltage power supplies in August 1998 and updated in March 1999, no agreement could be reached with the experiments to look at these issues in common. Therefore, the proposed sub-project was never started.

However, as all LHC experiment sub-detector team were dealing directly with the manufacturers of such equipment, some of these companies requested guidance byCERN on the requirements for a control interface. The first of these was CAEN, whose equipment will most likely be used extensively in all the LHC experiments. As a result, JCOP worked closely with CAEN to help define such an interface, which is based on OPC and the document mentioned above, and to give advice on the implementation. Based on this collaboration the new CAEN mainframe, the SY1527, was released with a dedicated OPC server. Subsequently, this OPC server has been extended also to support older mainframes, including the SY127, SY527 and SY403, which are being used in many test beams.
As this approach proved to be successful, discussions were later held with Wiener and ISEG, whose equipment will also be widely used in the LHC sub-detectors, for them also to adopt a standard OPC interface. Wiener is working with one of the ATLAS sub-detectors to develop their OPC server and ISEG has produced a first version of an OPC server for its equipment. 

As both the ISEG and Wiener mainframes provide CAN-based protocols, discussions are also underway to encourage both companies to base their OPC servers on the use of a common CAN interface card
.
2.3.2. Sub-rack (Crate) Control

The LHC experiments agreed to make a common tender for sub-racks (crates) and produced a corresponding technical specification to accompany this tender. The LHC crate common project is implemented and managed by EP-ESS Group. The person responsible for conducting this tender, Chris Parkman, contacted JCOP for advice w.r.t. the controls interface. Again the interface recommendation from JCOP was based on OPC.

The resulting tender was won by Wiener and the OPC server, which will be provided for their high voltage power supplies, will also support their crates.
2.3.3. Connection to Front-Ends

This sub-project was proposed to define common access mechanisms to front-ends. However, as pointed out above, apart from commercial front-ends, which can be connected via OPC, no agreed requirements have been presented by the experiments and this sub-project has not been formally started. 

Furthermore, early on in the project a brief evaluation of an easy-to-use connection mechanism for non-commercial front-ends was made and an intermediate solution chosen, see 2.4.3.2. As this appears to meet the immediate requirements the experiments have not requested anything further. As a result, for the moment, no further work is expected in this area.
2.3.4. Sub-detector Cooling and Ventilation

A Joint Cooling and Ventilation Project (JCOV) has been set up to look at cooling and ventilation issues in common for all LHC experiments. When setting up this project it was agreed that JCOP should give help and advice on the issues of control. Initial discussions between the experiment controls co-ordinators and the Project Leader of JCOV highlighted that although the responsibility for the control of the primary cooling and the sub-detector specific cooling is well understood, there was still a grey area in between. To clarify these issues a number of discussions were initiated by the JCOP Project Leader and on the basis of these clearer responsibilities between the various parties involved were agreed. Essentially, the experiments will have operational control over their sub-detector specific cooling loops, i.e. to switch them on/off and to modify the set points, but the responsibility for the design and implementation of these cooling loops together with the process control loops will be handled by the cooling and ventilation group of CERN (ST/CV).
2.3.5. Connection to External Systems

In the LEP era the many participating systems implemented multiple different ways of exchanging data between each other. For LHC, in order to avoid a similar number of data exchange mechanisms, a working group, the LHC Data Interchange Working Group (LDIWG), was set up by the CERN Controls Board
 to define a common data exchange mechanism for all ‘players’ in the LHC era; LHC machine, Cooling & Ventilation, Electrical Distribution, Magnet and Cryogenics, CERN Safety System (CSS) and the experiments. The data exchange will be based on a common protocol called the Data Interchange Protocol (DIP).  The project was defined in two phases. The first phase, which was completed in June 2000, was to define the requirements for this data exchange mechanism. The second phase, which started in October 2002, should define an appropriate implementation, which should, if possible, be based on a product which is already in use at CERN. The reason for the delay between the first and second phases was threefold. Firstly, as the LHC start-up was still many years away, there was no urgency to have a DIP system already defined. Secondly, the CERN Middleware (CMW) project was underway in the accelerator domain and it was felt that the requirements of this domain were rather more stringent than for DIP and therefore the CMW could have been a possible solution for DIP. Finally, when the Controls Board decided to start the second phase, in late 2001, the first two persons who accepted the responsibility to chair the working group found that they had no time and hence no progress was made for nearly a year.

Once a suitable product has been selected (planned 2nd quarter 2003) this will need to be integrated into JCOP FW as a standard component.

2.3.6. Application to Connect to External System
The aim of this proposed sub-project would be to develop applications to exchange data in a standard way with each of the external systems. These would be developed as components of the FW and would utilise a common PVSS II-DIP driver. Essentially, it will involve creating application-specific PVSS II data points, panels and perhaps scripts. This activity will be incorporated in the FW sub-project.
2.4. Other Activities

2.4.1. JCOP Workshops

The project has held three workshops in June 1998, September 1999 and June 2002. The primary goals of each one were different but each offered the opportunity for the LHC experiment sub-detector controls teams to receive up-to-date information on the status of JCOP activities, to provide feedback on the activities of the projects as well as to exchange information with each other.

2.4.1.1. JCOP Workshop I

The first workshop was held early in the JCOP project and attracted some 140 participants. The main goals of JCOP-I were to investigate the best practice in running experiments and those about to go on-line at that time and to obtain input from the LHC experiments on what they saw as critical issues. The workshop was held over a period of three days and there were a series of presentations from existing and new experiments with speakers giving a critical analysis how well the systems work, rather than simply saying what was done. The LHC experiments then presented what they saw as technically difficult issues and a preliminary report on the results of the Technology Survey, which covered the state of the art in commercial tools, was given.  The whole of the third day was set aside for discussions on a series of specific topics. Some of these were identified before the workshop, but others arose during the first two days. Some initial conclusions were drawn from these discussions which were used as an input for defining the subsequent JCOP activities.

2.4.1.2. JCOP Workshop II

The goals of JCOP-II were to review the experience gained since JCOP-I and to discuss the future direction of JCOP. In particular, this included the question of whether commercial SCADA systems could be used. This attracted in excess of 130 participants and was held over three days. Presentations were made on a number of technologies that had been evaluated and were being recommended by JCOP, including PLCs, OPC and fieldbusses, and on the status of other JCOP activities, e.g. Gas Control and Data Exchange. However, the majority of the workshop was taken up by presentations on the capabilities of SCADA technology and the results of the various evaluations. The experiments were also invited to give their assessment of whether SCADA technology was suitable for their controls or not. The information provided was the basis for the experiments’ decision to go ahead with SCADA technology and for a market survey and tender to be performed.
2.4.1.3. JCOP Workshop III

The third JCOP workshop, JCOP-III, took place nearly three years after the second workshop. During this period a great deal of work had been performed and in particular many technology choices had been made which were being supported. Furthermore, much development had been done with these technologies and many solutions were available which the experiments could already benefit from, e.g. PVSS II and the JCOP Framework. Therefore, it was felt a good time to hold a third workshop so that these technologies, solutions based on them, as well as the experience already gained could be presented. It provided the opportunity to obtain an overview of the status of the controls activities in each of the experiments and to discuss the future priorities and direction of JCOP. Finally, it provided an opportunity for cross-fertilisation between the various sub-detector teams and for these to benefit from each other's work and experience. Unfortunately, the turn-out for this workshop was somewhat less than for the previous two. Somewhere between 70 and 80 people attended, of which only a relatively small number were from the LHC experiments’ sub-detector groups. Several reasons were suggested for the lack of sub-detector participation at this workshop. The most popular being that it was still a bit early for them, i.e. they hadn’t yet really started thinking in detail about their controls. It was felt that 2003 would be a critical year for getting the FW tools used by the sub-detectors as there were major test-beam campaigns foreseen on which the basis for the final system would be developed.
2.4.2. CERN Controls Board

The CERN Controls Board is comprised of the Group Leaders of the CERN controls groups and a number of co-opted members. Up until the end of 2002 this implied 5 controls group leaders (PS-CO, SL-CO, LHC-IAS, IT-CO and ST-MA) and the two co-opted members. This has been changed following the re-structuring of the accelerator sector (three group leaders and four co-opted members). The CERN Controls Board was established with the aim of economising the resources required for controls activities at CERN and for standardising wherever practical. Increasing standardisation of controls solutions offers opportunities for sharing expertise and knowledge, of improving the integration of systems and of establishing CERN-wide collaborations. As a result of initiatives undertaken by the Controls Board it has made recommendations for standardisation in the area of fieldbusses (CANBus, ProfiBus, WorldFip and Ethernet), PLCs (Siemens and Schneider) and SCADA systems (PVSS II). The JCOP Project Leader is a co-opted member of the CERN Controls Board to represent the JCOP project and hence the LHC experiments at these meetings. In addition, the experiment Controls Co-ordinators receive the agenda and minutes from all meetings. This allows the JCOP project to exchange information and experience with other controls domains at CERN.

2.4.3. Recommended and Supported Technologies

JCOP recommends and supports a number of technologies. Some of these result from CERN-wide evaluations and recommendations, whilst others result from JCOP’s own evaluations. The following summarises these technologies, indicates who selected them and who provides the support to the LHC experiments for them.

2.4.3.1. Supervision Layer

As detailed above, after an extensive evaluation of SCADA technologies, culminating with an official CERN tender process, PVSS II from ETM was selected by JCOP. The IT-CO group provides first-line support for this tool, supported by an on-site employee of ETM, with second-line support being provided by the company. More details of the support provided can be found on the IT-CO PVSS II web site.
In addition to the support described above, regular discussions are held with ETM concerning requests for enhancements to the product. These discussions have led to many changes being introduced into the product which have been requested by/for the LHC experiments.

The AWG defined a controls hierarchy for the FW which consists of a hierarchy of FSMs. However, since PVSS II does not have specific tools for modelling abstract behaviour, JCOP needed to select and integrate a FSM toolkit into PVSS II to be able to reproduce this system modelling. This has been done in such a way as to use the features of these two tools in a very complementary way and hence to benefit from the strengths of both tools. The FSM toolkit chosen was SMI++ which was developed for and used successfully in the DELPHI experiment. It has also been used for other experiments, including BaBar. The FSM toolkit has also been used to implement the partitioning rules which were defined by the AWG in the FW. Support for SMI++ and its integration with the JCOP FW is provided by Clara Gaspar from LHCb.
2.4.3.2. Middleware

JCOP has made two recommendations for middleware; one largely for the domain of commercial components and another one essentially for custom developments. As described above, after an evaluation OPC was selected by JCOP as a recommended technology. In support of this recommendation a number of OPC servers and tools have been evaluated and are supported by IT-CO. Renaud Barillère is the CERN representative to the OPC Foundation.
However, in addition to commercial components, it is also necessary to integrate non-commercial front-ends into the control system. Therefore, it was necessary to identify a suitable mechanism for this, and the aim was to have a single standard mechanism which should be straightforward to use, have a small footprint and be able to run on a variety of platforms, e.g. Linux, LynxOS, Windows NT/2000, etc. The Distributed Information Manager (DIM) was developed by the DELPHI experiment for similar reasons and hence seemed to be a potential solution. It supports a client/server paradigm with a publish-subscribe mechanism running on top of TCP/IP. It is effectively a library of function calls available in C/C++, and very recently also in Java, running on a large variety of different platforms including, but not restricted to, those mentioned above. This middleware had already been used in DELPHI and other experiments, notably the BaBar experiment at SLAC (Stanford Linear Accelerator Center). After a short evaluation, and taking into account the above features, DIM was chosen by JCOP as an intermediate solution to have a common interface to custom front-end systems. It was intended to review this choice at a later date if necessary. For the moment there has been no reason to look at any other alternative. 
A PVSS II-DIM API Manager has been developed to be able to connect to front-ends via DIM and this is an integral part of the JCOP FW. Consultancy on the use of DIM and the PVSS II-API Manager, as well as first-line support for them, is provided by IT-CO and second-line by the author Clara Gaspar (LHCb).
2.4.3.3. Front-ends

The only front-ends which are used commonly within the four LHC experiments, and for which JCOP support is provided, are commercial PLCs. PLCs are diskless compact computers which include a set of hardware interfaces to connect to standard process control devices (I/O modules and field bus interfaces). They are generally used for automatic control applications (closed loop control, etc.) either in stand-alone or networked through a field bus or more recently also via Ethernet. There is a standardised set of PLC programming languages referred to as IEC1131-3 which enable standard design between different PLCs. Unfortunately, each manufacturer has its own development tool which is generally incompatible with the corresponding tool from other manufacturers. Therefore porting of software between the PLC of one manufacturer and another is generally not trivial. To reduce the diversity, CERN recommends the use of PLCs from two manufacturers – Siemens and Schneider. For the LHC experiments consultancy and first-line support is provided by the IT-CO group, which also co-ordinates any further support required with the appropriate CERN group.
2.4.3.4. Field Busses 

A field bus is a data transport medium typically used in the domain of process control for connecting field devices to PLCs or SCADA systems. A field bus can also be used for connecting PLCs together or for connecting PLCs to SCADA systems. A Field Bus Working Group was set-up at CERN in 1995 and gave a recommendation in 1996 for the use of three standard field buses: CANBus, Profibus and WorldFip. These were chosen for their complementary capabilities and were felt to cover the full needs of CERN and the experiments at that time. The Working Group has subsequently added Ethernet to the list of recommended Field Busses. For the LHC experiments the IT-CO group provides consultancy and support for the use of field bus technology and provides an interface between the experiments and the groups providing the support on WorldFip and ProfiBus. (WorldFip is currently not used within the LHC experiment control systems). IT-CO also provides the CERN-wide support for CANBus and the CERN-selected ISO level 7 protocol, which is CanOpen. During the course of 2002, IT-CO, in collaboration with the ATLAS ELMB team, performed an evaluation of CANus cards. The result of this evaluation was the selection of the card from Kvaser, which is now supported by IT-CO. The use of this card has been subsequently recommended to ISEG and Wiener for use in their OPC server development.
Many commercial fieldbus nodes exist and the IT-CO group has experience of a number of these. Figure 11 shows an example of one of these industrial bus controllers. This Beckhoff module supports Profibus, CANOpen and Interbus S. I/O modules are attached via an internal and proprietary bus to the bus controller and via it onto the selected field bus. Standard I/O interfaces are provided such as analogue and digital I/O as well as serial lines and these are based on standard electrical interfaces. These are simple and small devices with no local processing capability. A rather large set of I/O interfaces is supported but the number of channels per module is limited (up to 4).
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Figure 11: Beckhoff Field Bus Node

The HMS AnyBus solution, shown in Figure 12, is an example of a card which implements a field bus protocol and which can be incorporated by sub-detector physicists directly onto their electronics boards. These cards are small (Credit Card size) and their interface to the device is common for all the supported field buses. A large number of field buses are supported: Profibus-DP, InterBus, DeviceNet, ControlNet, CANOpen, CAN Kingdom, LonWorks, Modbus Plus, FIPIO. This provides a certain, but limited, amount of local processing and allows a non-field bus expert easily to connect his equipment to a field bus.
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Figure 12: AnyBus Field Bus Node

These are just two examples of a number of field bus nodes recommended by JCOP and supported by the IT-CO group.
The Embedded Local Monitor Box (ELMB), as shown in Figure 13, is a custom CANOpen node being developed by ATLAS. The advantage of this node over standard commercial nodes, such as the Beckhoff module previously shown, is the much higher channel density (64 AI, 16 DO and 8 DI in a single ELMB module c.f. 4 for a Beckhoff module) and hence the reduction of cost/per channel required for applications with very large numbers of channels. Space requirements are also reduced. In addition, it has been designed to be able to operate in the adverse magnetic and radiation environment foreseen for much of the ATLAS detector. Nonetheless, it is not possible to use this module in the most highly radioactive regions of the detector. Although this device is not officially recommended and supported by JCOP, it will be used in the GCS and RCS for all experiments as well as a number of sub-detectors outside of ATLAS. It is also integrated into the FW as a common component.
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Figure 13: Embedded Local Monitor Box (ELMB)
2.4.4. Use of JCOP Technology for Fixed Target Programme

Although the JCOP technologies have been selected/developed specifically for the LHC experiments, the CERN Fixed Target programme has also benefited from them. Three experiments have used the JCOP technologies extensively since the end of 2000 with the support of IT-CO. These are COMPASS, HARP and NA60. In fact, without the use of these technologies these experiments, which had/have very limited resources for controls, would most probably not have been able to develop working control systems. Although HARP has finished, NA60 will continue to run in 2003 and COMPASS is hoping to run not only during 2003 and 2004, but also after the 2005 shutdown of the SPS and possibly through to 2010.

Although the support of the fixed target experiments has slightly reduced the level of IT-CO resources available for JCOP activities, this has allowed the technologies to be tested out and validated in an operational environment. This has provided much very valuable feedback to the FW development team, which has significantly helped to enhance and improve the functionality and quality of the FW components and tools. 

2.4.5. Discussions with External System Providers

2.4.5.1. Electrical Distribution Control

The electrical distribution to the experiment caverns and surface installations is under the responsibility of the ST-EL group. However, in order to operate the experiment equipment in an efficient manner, as well as to protect it in the event of anomalies, it is important to have some level of control over the electrical distribution directly from the DCS and DSS. After discussions an agreement over this level of control has been reached with ST-EL. In principle, it is foreseen for the experiments to have full control over the power distribution to the racks as well as being able to send interlock signals to switch off the power in the event of a problem detected by the DCS, DSS or RCS systems. The power distribution foreseen for the two larger experiments is different from that foreseen for the two smaller ones. Whereas LHCb and ALICE will have traditional power distribution as for the LEP, i.e. via the Hazemayer switchboards and cables, ATLAS and CMS will require a new system which is based on power distribution bars. This is due to the high power requirements and very limited space available for cables. Nonetheless, both systems should allow the same level of control over power distribution to the racks.
2.4.5.2. Magnet Control System (MCS)

The control system for the magnets will be developed by a team external to both the experiments and JCOP. Consequently, it is important to define clearly the interfacing between the MCS, and the DCS and DSS. First discussions have taken place which indicate that the interfacing will be quite simple. 

The magnet control system is comprised of two main elements; the Magnet Supervisor (MS), responsible for the overall monitoring and control of the magnets, and a Magnet Safety System (MSS), responsible for ensuring the protection of the magnet and for personnel safety around the magnet. The MS is based on the UNICOS Framework, described above, and is being developed in close co-operation with the LHC Cryogenics group. The MSS is a dedicated hardwired system. The MS will be capable of exchanging information with the DCS, but currently it is assumed that this will be mainly one way towards the DCS. That is to say that high level status information will be passed from the MCS to the DCS. There is the possibility to have a few interlock to the MCS from the DCS/DSS if necessary. This still requires further investigation.
2.4.6. Current and Possible Future Collaborations

2.4.6.1. UNICOS Team

As mentioned above, there is a collaboration between both the FW and GCS teams, and the UNICOS team in place. The GCS project is gaining from this collaboration through the use of the UNICOS Framework developed by the UNICOS team, which is well suited to the needs of the gas system, and the JCOP and UNICOS Framework teams are benefiting by sharing PVSS II developments of common interest. It is expected that this collaboration will continue certainly throughout the development phase of the LHC and most likely also through the operations phase too.

2.4.6.2. Computer Centre Supervision Project

There is currently a project underway by a team in the IT division to look at the suitability of PVSS II for the supervision of the equipment in the CERN computer centre. A significant element of this will be the monitoring and control of large farms of PCs used mainly for physics data processing. The LHC experiments will also have a need for similar supervision of PC used not only for their DCS but also for the on-line computing farms. If the IT project with PVSS II is successful, which is the current indication, there would potentially be scope for these developments to be used within the experiments. However, it should be noted that there are also political issues which would need to be addressed first.

2.4.6.3. LHC-CP

The LHC-CP is a project set up in the accelerator sector to co-ordinate the controls activities across different groups for the LHC machine. This was originally established at the end of 1999 at a time when there were three accelerator controls groups involved. Despite the merger of the three accelerator controls groups into one within the new AB division at the end of 2002, there is still a need to co-ordinate activities between the AB, AT and ST divisions. Although there are substantial differences between the controls needs and approaches of the experiments and machine, there is regular contact between the Project Leaders of these two projects, both within and outside the scope of the CERN Controls Board, to identify possible areas of collaboration. Although no firm collaborations, with the exception of UNCIOS, have yet been established there have been useful exchanges of information and it is expected that these will continue in the future.

2.5. Planned Future Activities

2.5.1.1. General

JCOP will continue to execute the sub-projects which have been approved by the JCOP EB and strive to meet the milestones agreed between JCOP and the experiments. Having the appropriate resources will be essential for being able to achieve this. If difficulties arise, these will be discussed first at the JCOP EB and eventually at the JCOP SG if appropriate, i.e. issues related to resources. Where new activities are defined and approved by the JCOP EB, a project leader will be assigned who will be responsible for defining a project plan and identifying the required resources. The allocation of these resources will be discussed at the JCOP EB and where resources are lacking with the JCOP SG. It is clear that no new activities should be started unless adequate resources are made available.
2.5.1.2. Maintenance

The mandate of JCOP foresees that the project should define a maintenance plan for the framework and components developed by it. Currently, the maintenance is being generally performed by the developers of the components
. However, as some of the components have been developed within the experiments by short-term staff this is not always possible and the maintenance of such components has passed to the IT-CO group, which itself also has many short-term staff.

Although it is generally assumed that the CERN support groups will handle the majority of the long-term maintenance, no formal discussions have taken place and hence no agreement has yet been defined. This is an important task that will need to be addressed over the coming months.

2.5.1.3. JCOP Tutorials

In order to ease the adoption of the JCOP FW it is planned to provide a series of tutorials. This is becoming urgent as it is expected that the FW should be used more extensively during the 2003 test-beam campaigns. A first tutorial has already been produced but this will need enhancing to incorporate new features of the FW and to reflect the latest version of PVSS II (2.12.1 and future versions).














































� The EP-ESS group joined JCOP at a later date.


� COM/DCOM implementations do exist for Linux, but because they are not widely supported in industry these have not been considered for JCOP.


� This was the JCOP recommended interim supervisory solution whilst awaiting the outcome of the Technology Survey


� JCOP recommend the CAN card from Kvaser, see � REF _Ref31526895 \w \h ��2.4.3.4�, which supports up to four CAN busses.


� See section � REF _Ref31777190 \w \h ��2.4.2�


� For components developed by the FW Team the maintenance is handled within this team, but not necessarily by the person who developed the component as many are developed by short-term staff.
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