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1. Introduction

The calibration of HST data is one of the primary areas where the STScI adds value to the Hubble science program.  The Hubble Archive has become, in itself, a major resource for the astronomical community.  The operational debut of the On-the-fly Reprocessing (OTFR) system radically changes the paradigm that we have applied to the calibration and storage of HST data.  Our notion of an archive is no longer a static concept of  “stored calibrated data”, but rather the dynamic concept of  “stored raw data and the software need to process and calibrate it”.  The OTFR system will open up avenues for the STScI to further enhance the scientific value and impact of the HST data sets stored in the archive.  Progress in the field of astronomical surveys and catalogs has been great in the past few years and suggests possibilities for increasing the scientific scope of our archive beyond that originally envisioned when the system was designed.  This is an appropriate time for us to evaluate the scientific potential of such enhancements and develop a road map for implementing the most promising of them.

In the past, the requirement to store uniformly calibrated data has generally prevented adoption of algorithms requiring user input, or knowledge of the astronomical scene.  The OTFR concept removes those restrictions and could allow selection of algorithms or processing paths by the user.  Our initial pipelines dealt with only one data set at a time.  Later, pre-defined associations of data sets were developed to allow processing of related data sets, such as wavelength calibration of astronomical spectra via internal calibration exposures.  The OTFR concept allows for post facto definition of associations of data, either permanent or on-the-fly.  This could allow application of simple associations to SIs for which this was not originally available (i.e. WFPC2).  This could also allow processing of larger groups of data sets to provide more scientifically valuable products, such as summed data sets or mosaics.  The archive catalog was originally conceived as simply an index into individual observations.  Already, its scientific value has been increased by incorporation of pre-view images, and we are working in the direction of seamless access to data across missions.  At this point, it would be technically feasible to extend the Hubble archive to include scientific services such as object catalogs, their generation from HST data sets, and direct cross-references to other catalogs and databases.  Many of these ideas are also under contemplation for the NGST era, and it is worth considering how the archive might smoothly evolve to provide similar services for HST, NGST, and MAST holdings.

On this basis, Rodger Doxsey chartered the SHARE committee to

1. Evaluate and recommend general capabilities, services and enhancements to these systems.

2. Evaluate and recommend specific new scientific services and enhancements to these systems.  These should be augmentations with clear and substantial added benefit for the research community.

3. Provide a rough road map or order for the implementation of the recommendations made in item 1 and 2.

4. Recommend a process for encouraging astronomical community participation in the development of such enhancements.

5. Recommend a process for regularly assessing and prioritizing enhancements of this type in the future.

Table 1. Membership of the SHARE study group.

Member


Affiliation

Howard Bushouse

ESS/SSG

Mark Dickinson

HST/NICMOS

Megan Donahue

ACDSD/AB (& FASST Chair)

Dorothy Fraquelli

ACDSD/OPUS

Mauro Giavalisco

HST/WFC3

Tony Keyes


HST/COS

Anton Koekemoer

HST/WFPC2

Gerard Kriss (Chair)

HST/STIS & NGST

Gerhardt Meurer

JHU/ACS

Paolo Padovani

ACDSD/AB

Bill Sparks


HST/ACS

Daryl Swade


ESS/DST

Our group met in a series of meetings from April 2001 to January 2002 to develop ideas for reprocessing enhancements and to rank them in order of scientific priority.  After examining the timescales and resources needed to implement each of these ideas, we developed a suggested road map for implementing several of these ideas, with the order of implementation based on the rankings, the resource requirements, and the fraction of the user community that is likely to benefit from an implementation of a given idea. External input from advisory bodies such as the Space Telescope Users’ Committee (STUC) should play an important role in making final decisions on implementation.

2. Potential Reprocessing Enhancements

We have identified a number of possible enhancements that could be implemented via the OTFR mechanism. We prioritized the full list we developed on the basis of their potential scientific value, with additional weight given to the unique capability that the facilities and knowledge resident at STScI could bring to bear.  In this initial study, we cast a broad net to capture as many potential ideas as possible.  In some cases our suggestions might be characterized more as “data analysis” rather than “data processing”.  If considered for implementation, we note that such “analysis” enhancements would benefit from a higher level of testing, documentation, and scientific peer review than normally accorded pipeline data processing routines.

In order, the current possibilities are:

1. Astrometric Improvements. Improvements to the accuracy of the World Coordinate System in the headers of calibrated data products.

2. Combining Images. Combining images to produce a wide-field mosaic or deep stacked image.  

3. Source Identification. Identifying and classifying objects in a single image or a combined set of images to create an “engineering-grade” catalog.

4. Science Catalog Generation. Producing a “science-grade” catalog of objects in a single image or a combined set of images.

5. Using Other Catalogs. Use information from other archived catalogs (e.g., SDSS, GSC2) as part of the processing applied to requested data.

6. Customized Post-processing. Allow users to submit specialized software for use in processing requests for archived data.
7. Photometric Redshifts. Determining photometric redshifts for objects in a region of sky which is imaged in a number of different bands.

8. Combining Spectra. Combining spectra from several different observations or from dithered STIS observations.

9. Time History Processing. Using the time history of data and calibrations to enhance the reprocessing.

10. Quality Info Enhancement. Providing better quality information for data sets in the archive.

11. Customized Reprocessing. Allow users to specify customized parameters to be used when running OTFR to tailor the pipeline calibration to their scientific needs.

12. Spectral Data Cubes. Creating “data cubes” from dithered long-slit spectroscopic observations.

We note that there was a wide dispersion in our rankings of the priority to be given to each of these tasks.  Basically, the top third, middle, and bottom thirds of the above list have similar priorities. In the following sections of our report (with each subsection authored by the indicated study group member), we first discuss each recommendation in more detail using the following format for each subsection:

Description
A more detailed explanation of what the task under discussion would accomplish.

Science Case
A presentation of the scientific rationale for implementing this reprocessing enhancement. This was our most important criterion for deciding relative priorities among the recommendations.

Unique STScI Capability
A discussion of the added value in having STScI carry out this task. This was also an important consideration in determining priority.

Drawbacks
Many recommendations have limitations. We discuss them in these subsections.

After developing a rationale for each of our recommendations, Section 3 of our report discusses the implementation plan.

2.1 Astrometric Improvements


A. Koekemoer
Description

The primary purpose of this enhancement is to improve the astrometry that is encoded in the WCS keywords information in image headers, by making use of updated measurements and astrometric information about guide stars from data taken with HST.

Science Case

The current astrometric accuracy of HST images is limited by the inherent astrometric uncertainties in the Guide Star Catalog system, and is generally likely to be accurate to no more than ~0.5 - 1 arcseconds. However, there is often a need to obtain much higher astrometric accuracy, in particular when comparing images at different wavebands from different telescopes (radio, optical, X-ray) as well as different images obtained with HST, generally at different times and in unrelated programs (e.g., narrow-band and broad-band images of the same object). This is required when carrying out source identifications based on multi-wavelength information, when examining color gradients across a given object, or when determining the relative location of morphological features seen in different bands. Ideally it would be desirable to achieve astrometric accuracy to a level comparable to the measurement error of unresolved sources on HST (i.e., << 0.1 arcseconds).

This issue involves two separate, but related, concepts: relative astrometric precision between different HST images, and absolute astrometric accuracy with respect to some other well-defined, high-resolution system (the global VLBI reference frame is one such example).

Currently, relative astrometric accuracy between different HST images is generally only achievable in cases where stars or other bright unresolved objects are common to both images. For images that have few or not stars (e.g., narrow-band or UV observations), relative astrometry can still be aimed at but becomes less certain, thereby directly impacting the science.  Absolute astrometry, for example between HST images and radio data, is generally only possible in images that contain sources unresolved in both radio and optical, or otherwise display precise one-to-one correspondence in the two bands. Otherwise, if sources are resolved in one or both and display different morphologies, absolute registration becomes uncertain.

Unique STScI Capability

STScI has the ability to update the GSC information, as well as the resources to carry out studies of all the guide stars for which astrometric information may be updated. Furthermore, only STScI has the ability to automatically incorporate the updated information into the archive data processing pipelines, thereby potentially eliminating the need for users to carry out any further refinements on the astrometry.  

Drawbacks

One possible drawback is that some guide stars will have better astrometric information than others, so this capability will produce improvements on a non-uniform basis for different images.

2.2 Combining Images


W. Sparks

Description

This archival capability would allow users to combine images that are offset with respect to one another, creating a single output image (i.e., doing drizzle on-the-fly). It includes relative registration between images, combining images that are offset by relatively small amounts, and also potentially the creation of much larger mosaiced images from pointings that are offset by scales comparable to that of the detector itself.

Science Case

The large majority of long-exposure HST images are split into two or more exposures in order to facilitate the removal of cosmic rays, and furthermore many programs make use of dithering to move the objects around on the detectors, not only alleviating the effect of hot pixels but also in some cases improving the PSF sampling through the use of non-integral pixel offsets. Such techniques are already commonplace with WFPC2 and STIS, and they are expected to be the norm for NICMOS and ACS observations.

However, the archive currently offers only limited capability for combining separate CR-SPLIT images, and no current capability for combining dithered exposures. Yet many of the steps involved in combining dithered images are repetitive and time-intensive and can potentially be automated. Furthermore, steps that still currently involve human iteration (such as checking image registration) may also be amenable to automation using different parameters for different classes of images (some examples of image categories may include sparse extragalactic fields, dense stellar regions, or extended bright diffuse emission across the field).

Unique STScI Capability

STScI has the ability to maintain up-to-date information on geometric distortion, image pointing information (in the form of jitter files and other telemetry information).

Drawbacks

Although many steps in combining images using “drizzle” can now be automated, there still remains a need for manual intervention/iteration in some cases, and at a minimum there is a need for observers to check that the images have been combined correctly. Furthermore, the parameters for cross-correlation and combination must often be fine-tuned according to the nature of the images themselves (for example, depending upon whether there are many bright stars or only a few faint diffuse objects) and care would need to be taken in generalizing the algorithm to deal with such different types of images in a way that will still provide useful results.  

2.3 Source Identification


G. Meurer

Description

This archival capability would allow for the detection and classification of objects on an image, based on a set of pre-defined criteria (possibly selected by the user from one of several alternatives, depending upon the nature of the image). The end product of detection and classification is a source catalog that lists the sources and their properties. In our study we have made some distinction based on the quality of the contents of the resulting catalog. We call “engineering-grade” catalogs those that are primarily useful as tools in the reduction and analysis process. Often these catalogs will list sources with positions and intensities in instrumental units, and they are the primary subject of this section. Catalogs that have well-defined selection criteria, accurate world coordinates, and photometric data fall into the category of “science-grade” catalogs, which are discussed in Section 2.4.

Source detection usually follows a process known as “segmentation”. We define segmentation as the process of breaking up an astronomical image into individual sources and measuring basic properties of the sources such as position and flux. “Classification” is the process of analyzing the light distribution of each source in order to determine what type of object it is and provide further detail of its properties.  Several software packages to segment and/or classify sources exist (SExtractor, FOCAS, DAOPHOT, GIM2D).  Segmentation is usually done using a peak finding or thresholding algorithm, often after filtering to remove sky and to improve the ability to detect particular types of objects.  Classification requires a more detailed look at the light distribution and techniques vary widely.  A simple goal of classification may be to discriminate between stars and galaxies, while a more ambitious goal may be to classify different galaxy types or to measure structural properties.  

The primary operational uses of source catalogs concern astrometry.  By cross correlating the source catalog of an image with the Guide Star Catalog or other large scale astrometric surveys one can improve the absolute World Coordinate System (WCS) in the image header.  With or without astrometric standards in the field of view, one can use the relative position of sources in overlapping images to fine tune alignment and registration of images, thus allowing improved dither-combined products.  The need for better astrometric information in data headers is discussed in more detail in Sections 2.1 and 2.5, while the need for making improved dithered products is discussed in Section 2.2.

Many science uses can be made of source catalogs.  The limits are primarily set by what the software measures that could easily include: [1] positions; [2] fluxes (within apertures, isophotes or model fitted); [3] crude morphological information (position, angle, ellipticity of an isophote, image moments); [4] star-galaxy discrimination; [5] local sky level; and [6] detailed morphological properties (such as the bulge/disk ratio, asymmetry parameters, and galaxy classification).  These quantities are already valuable in instrumental units (e.g. pixel positions, flux in DN).  Additional value is made by calibrating them (e.g. world coordinate positions and fluxes in f_lambda or f_nu).  Since the calibrations are essentially in the image headers this is readily achieved, either as a part of the segmentation and classification process, or offline by the user.

Additional scientific utility can come from a statistical analysis of the source catalog or by matching several catalogs.  Possible examples include determining the depth of an image from a magnitude histogram, plotting color magnitude diagrams, looking for variability from repeated observations, determining photometric redshifts, and measuring lensing or shear with image shape parameters.

Segmentation and classification can be done at various stages of the image processing, and the uses one makes of the catalogs can be suitably tailored to the needs of that stage of processing.  For example structural properties may not be of much use before all the images of a field in a given filter are dither combined, but the pixel positions may be very useful for fine tuning the registration so as to make a better dithered product can be made.

As one proceeds from the operational uses to the various scientific uses [1] the quality requirements increase; [2] need for intelligent processing increases (e.g. field dependence sparse vs. crowded, distant vs. nearby galaxies, etc); [3] the applicability and target audience narrows; and [4] the methods become more specialized.

Science Case

Although several object detection routines exist, their behavior often needs to be fine-tuned by the user. Incorporating this capability into the archive/pipeline would allow standardized behavior according to some set of parameters (perhaps several different sets of parameters, optimized for different classes of images - spare vs crowded-field, for example). The advantage of standardized behavior is that it allows well-defined completeness and object detection thresholds to be specified.

Unique STScI Capability

The ability to standardize the behavior of the photometric routine, particularly optimizing it for several different classes of images, is something that is unique to STScI.

Drawbacks

If the object detection parameters are set up such that this technique will yield useful results for a large fraction of images, then it is also likely to extract less information than would be the case if it were optimized for a specific dataset. Furthermore, the same dataset can sometimes be used to create different kinds of catalogs - some catalogs may be of bright point sources, another catalog may be of faint diffuse galaxies in the same image - and the same set of parameters is unlikely to work in both cases, thus the observers would likely need to fine-tune the parameters themselves in such cases and re-run the task manually.

2.4 Science Catalog Generation


G. Meurer

Description

This capability would build upon the object-detection technique, by creating catalogs for individual images or datasets that are linked together in some way (for example by their filter selection, or their exposure time, or their location on the sky), and potentially from a number of different observing programs. See the more general description in the previous section.

Science Case

The aim of this capability would be to allow users to specify parameters such as filter selection, exposure depth, possibly limiting magnitude or range of magnitudes, and thereby create a custom-made catalog containing objects from all images (not necessarily from the same program) that satisfy these criteria. Thus for example one could create magnitude-limited samples of all objects in all images that have some specified minimum exposure depth, from a large number of different programs, thereby creating a well-defined sample that may cover a much larger area than any of the individual programs.  

Unique STScI Capability

The ability to store and associate image parameters with the catalogs generated from each image is something that can only be done internally in the STScI database.

Drawbacks

In order for the catalogs to be useful, the behavior of the object detection routines would need to be reasonably well quantified, and furthermore would need to be automatically applicable to a relatively large fraction of datasets. It is not clear how practical this will be to carry out.

2.5 Using Other Catalogs


M. Donahue

Description

Use information from other archived catalogs (e.g., SDSS, GSC2) as part of the processing applied to requested data.
Science Case

The use of large catalogs derived from large, robustly calibrated surveys may allow an automatic improvement in astrometry. Cross-referencing between survey data and images may allow manual improvement in astrometry. Source identification, including redshift estimates and other parameters, is more likely if one has access to multi-bandpass observations. Auxiliary data such as spectra may already be available for some of the sources. Such cross-referencing expands the utility of the HST data and the catalog/survey data. 

Astrometry with HST now is accomplished by centering on two guide stars in the FGS pickles, with roll-angle determined by star trackers looking out to either side of the telescope. As a result, roll-angles are usually fairly well determined, with much more uncertainty in the absolute pointing since the position of only 1 of the guide stars is used for the astrometric solution (the other is there to confirm and guide. The distortion of HST images is usually very well known, and the stability of the HST is phenomenal, so repeat observations using the same guide stars are often dead-on. However, absolute astrometry is difficult.

Post-observation improvements could be achieved through comparison with the GSC2 or SDSS (and possibly the USNO A2 survey, although that one is not “in-house”.) Both the GSC2 and SDSS use the Hipparcos Tycho-2 data for the locations of the brightest stars, so both catalogs are presumably tied to the same standard reference frame (ICRS?)

Improved flux calibration from comparisons with Sloan or GSC2 is probably not possible. Both of these surveys are ground-based, and the HST absolute photometry is therefore far more reliable. But if the user is studying the brighter objects in the field, Sloan provides five bandpasses of information, GSC2 two bandpasses (with accurate proper motions). 

Creating an equivalent HTM Tesselation ID for every HST pointing would speed up coordinate-based queries (because the query hits one field rather than two.) The HTM coordinate system is rapidly becoming a standard coordinate for all-sky surveys. 

Notes on Sloan Coverage:

The Early Data Release (EDR) for Sloan has very small area coverage, about 460 square degrees. (54,000 spectra and almost 14 million objects).

A search for WFPC2 pointings in the approximate sky coverage of the EDR (Equatorial fields) reveals:


RA

DEC

# Pointings
# Exposures


351-360
-0.5-0.5
  7 

145


    0-59 


61

357


145-



67

332

The other 2 Sloan areas (much smaller) contain zero WFPC2 observations.

Total: 135 pointings, 834 exposures with WFPC2 in the EDR out of a total of 7,266 unique pointings and 46,552 WFPC2 exposures (11/28/2001).

The Sloan astrometry for cataloged objects is from USNO where available, Tycho 2 otherwise. Absolute astrometry claimed is <0.1-0.15" but in practice varies from field to field depending mostly on the source photometry. More objects/square arcmin than GSC2 (~8.5/arcmin^2 for the EDR, and recall this is at high Galactic latitude). Sloan images (“corrected frames”) have WCS astrometry, good to ~pixel or 0.4" because of the limitations of the WCS.

Typical Sloan seeing is 1.5", photometry is in the 3-5% range, magnitude limits are typically 22 mag.

Scientific uses of Sloan catalog for HST observations:

· Source identification and associated data.

· Photometry of objects at wavelengths other than that observed by HST.

· Fiber optical spectra available for a subset of objects.

· Secondary source for astrometry  - but has more numerous objects inside a given field of view than do the catalogs with the primary astrometric standards.

· Photometric calibration - not fundamental, groundbased, more systematic errors than HST. (Reverse calibration from HST to Sloan much more useful.)

Political note:

We have no funding to do Sloan development. Existing work is now at maintenance level only and the only additional effort will be to transfer a copy of the database to our local disk and machines (to minimize contact with Fermilab computers.) All of this work would have to be in the context and goal of improving HST data.

Notes on Guide Star 2.2:

· 435 million stars and non-stars (61% non-stars)

· 1" resolution scans of DSS at two epochs & 3 bandpasses.

· Full sky coverage.

· HTM sky tesselation standards, same as Sloan.

· magnitude limits ~ 18.5-19.5

· bright stars from Tycho-2 catalog (Tycho-2 is a brightest 2.5million star cat.),

· contains proper motions

· astrometric errors ~ 0.3" (0.35-0.75 worst case range at the edge of the field)

· reference catalogs Tycho-2 and "ACT" which is an all-sky survey (maintained by USNO but independent of USNO A2?)

· photometry 0.2-0.25 mag, but are photographic (may require more serious color terms to compare to HST photometry).

· astrometry - GSC2 stars are everywhere, on average 3/sq arcmin, but many fewer at high Galactic latitude (more like 1 per 3 sq arcmin). It may be possible to use GSC2 stars in the FOV to check and even improve the astrometry of some HST images. Since field distortion is well-known, a few good reference stars to check the zeropoint of the astrometry may be quite useful.

· Comparison w/USNO shows relative uncertainties ~ 0.5", but should be on the same standard system, "ICRS".

· GSC2.2 has a web-based cgi-interface to query by positions.

Unique STScI Capability

Improvement of WCS header keywords in HST imaging data and the HST catalog may be immediately possible, particularly for WFPC2, ACS, WF3. Catalog-based data products or tools that can produce such products would be very useful to HST observers and archival researchers. I can visualize a search tool that would also enhance Sloan science by allowing "follow-up" HST observations of specific regions of SDSS sky coverage. Such observations would add morphologies, independent photometry, and an additional epoch for variability studies to the SDSS.

Drawbacks

For SDSS Early Data Release, relatively few (~2%) of the WFPC2 images would be affected. However, as ACS and WFPC2 images accumulate and the Sloan releases cover much more sky, this drawback will become less of an issue.

Perhaps only a few SDSS objects and even fewer GSC2 objects will lie in any given WFPC2 or ACS FOV. However, on average, an extragalactic ACS FOV will contain ~100 SDSS objects.

Sloan itself is an extragalactic/Galactic halo survey (high Galactic latitude), so Galaxy observations would be unaffected. (On the other hand, access to all-sky catalogs do not have this limitation.)

2.6 Customized Post-Processing


J. Rose & G. Kriss

Description

Open up the OTFR pipeline to plug-and-play post-calibration analysis software that can build extended relations in the HST archive. As an example, consider the automated analysis of absorption features obtained in quasar spectra using COS. A user could write a specialized task to identify features, calculate their velocities and equivalent widths, and write the results out as a FITS table. That task will run for each COS FUV exposure with some limiting S/N ratio processed through OTFR.  The resulting statistics will populate a private table (which will become public in a year), and updates will be periodically sent to the user.

Science Case

The advantage to the individual archive researcher is clear: the task will be run against all appropriate exposures flowing through OTFR, without having to repeatedly do a StarView query, OTFR request, FTP the data, perform the analysis locally and obtain the result. 

The advantage for the HST archive is two-fold.  First, plug-and-play analysis could significantly reduce the amount of network traffic, allowing improved response times for all other archive requests.  But more importantly the resulting tables could significantly enrich the archive, giving all future archive researchers more information about the nature of HST exposures in the extended catalog.

One of the goals of the NVO is to support distributed computing, and the Sloan experiments which support complex queries of gigantic databases is a dramatic achievement.  OTFR support of plug-and-play is a parallel demonstration of the win-win strategies for the NVO. 

This idea is an example of an enabling technology or infrastructure.  Developing it would be useful for implementing some of the more specific SHARE recommendations, for example, photometric redshifts or combining spectra.

Unique STScI Capabilities

The HST archive combined with OTFR is a unique and powerful tool. The proposal envisioned here would make access to the OTFR pipeline an easy process for the independent scientist to handle and leverage the experience and abilities of the larger scientific community.

Drawbacks

This could potentially use a lot of institute resources, both in CPU cycles and disk space as well as in user support. In some sense this is also a step backwards from current trends toward distributed computing back to centralized computing.  To do proper resource allocation, assure science quality and utility of products, and assure quality and safety of implementation, it might be best to regulate access via the proposal process.  This would be analogous to how one now requests supercomputer time.  An internal technical review of the proposal would also need to be done by the archive and DSD.

2.7 Photometric Redshifts


M. Dickinson

Description

Estimating photometric redshifts from multicolor imaging data.

Science Case

The use of multicolor photometry for estimating redshifts of galaxies has become an increasingly common tool for extragalactic observers.  This was spurred in a large part by the availability of the WFPC2 Hubble Deep Field images, which provided high quality multicolor optical photometry for thousands of galaxies in a field where extensive spectroscopy was also available to calibrate the photometric redshift methods.  Even after an orbit or two, WFPC2 images detect galaxies faint enough that spectroscopy becomes impractically difficult, motivating the desire for color-based redshift estimates.  A variety of methods have been employed, and some stand-alone software packages have already been created to compute photometric redshifts from multicolor photometry catalogs.

If object catalogs for HST images were to be generated as a data product, then one might imagine feeding these to a photometric redshift estimation code and providing the results as another data product, potentially searchable via the archive.

In practice, however, reliable, general purpose photometric redshift estimates require images through at least three filters, preferably at least four.  Even then, especially with optical photometry alone (e.g., from WFPC2 or ACS), the range of redshift over which photometric redshifts can reliably be estimated is limited (e.g., galaxies at 1 < z < 2 generally require both optical and infrared photometry for quality photo-z estimates).  Only a small subset of HST imaging data would be suitable for photometric redshift estimation, and it would be difficult to implement the sort of "quality control" that would result in easy-to-use and reliable results for the general user.  In principle, even with measurements in only two or three bands, a photometric redshift code could be used to provide a likelihood function L(z) which could restrict the range of possible redshifts for a galaxy without necessarily specifying one "preferred" redshift estimate.  However, such a product would be more complex to use, interpret, or to search than a straightforward catalog with single data values for each object, and there would be risk that naive users might use these redshift estimates uncritically without considering the very substantial uncertainties involved, especially for non-HDF-like data.

Unique STScI capability

If object catalogs from HST images were being automatically generated as an STScI data product, STScI would be in a convenient position to then automatically feed multicolor data meeting some particular criteria to a photometric redshift estimator, and to standardize the performance and output product format.

Drawbacks

Relatively few data sets would be suitable for providing good photometric redshift estimates.  Therefore, only a small fraction of the archived data would benefit from this effort, or, perhaps worse, inadequate and misleading photometric redshift estimates could be calculated and distributed for a larger body of unsuitable data sets.

2.8 Combining Spectra


T. Keyes

Description

This enhancement would permit the user to specify data sets from multiple observations of a target and request that they be optimally combined into a single, summed spectrum.  Many STIS CCD spectral observations are obtained in a dither pattern to optimize CR rejection, to avoid hot pixels, and to completely sample the spatial domain. These dithered observations could be combined in an OTFR process.

Science Case

Many HST archival spectral observations consist of multiple data sets.  In some cases these are merely repeated, unrelated observations, and in others it is a result of a deliberate observing strategy.  The combinations produced via OTFR could be multiple observations in a single wavelength region whose combination increases the signal-to-noise ratio, or it may consist of several observations at different grating settings that could be combined to obtain broader wavelength coverage in the product.  Automated combination of dithered STIS CCD spectral observations would automatically produce a better total product for the archive user.

Unique STScI Capability

The instrument groups at STScI have the specific knowledge of the instruments and the associated pointing data (WCS information and jitter files) that would be needed to perform this task routinely.

Drawbacks

Blindly combining spectra obtained at different epochs could produce errant results for time-variable objects. Judicious scientific input on the part of a careful observer is generally required to assure the validity of any result. An automated system could circumvent the careful scrutiny usually applied when users combine data sets on their own.

In the case of merging dithered long-slit spectral observations, we note that combining spectral images has the same (if not more) problems with alignment and registration that affect combining images.  One often must tweak parameters manually in an iterative process to achieve an optimum result.

2.9 Time History Processing


D. Swade

Description

Use the time history of an instrument's observing program and calibration state as an additional factor in reprocessing data.

Science Case

Some aspects of data processing are time-dependent.  In one case the optimal data processing may depend on characteristics of the instrument that change over time.  In addition, optimal processing can be related to the spacecraft's environment at the time of the exposure or related to the previous science exposures in a series.

The HST data processing system already carries out some simple time-dependent procedures.  The 'best' reference files are selected based on the date on which an observation is taken.  This may also include "super" or "delta" dark reference files.

Other, more sophisticated examples can be identified.  NICMOS data are subject to persistence, in which detector pixels that collect a large number of counts in one exposure continue to 'glow' with a count rate that decays gradually with time, producing afterimages in subsequent images.  This occurs both due to astronomical sources (e.g., bright stars that leave afterimages in subsequent exposures) and to radiation events, especially after SAA passages when the entire array is heavily bombarded with energetic particles leaving a spatially mottled pattern that gradually fades throughout the subsequent orbit.  

It may be possible to track and even correct such persistent afterimages.  This functionality would require implementation of contemporaneous calibration reference files.  Such reference files would not be part of the CDBS system, and would need to be included as part of the observation dataset.  The generation of contemporaneous reference files will become more important for future IR observations using NICMOS, the WFC3/IR channel, and NGST science instruments.

For NICMOS post-SAA persistence, in Cycle 11 STScI will begin taking automatically scheduled “post-SAA darks” in every SAA-impacted orbit.  There is hope that software can be developed which will scale and subtract these 'darks' from subsequent images to reduce or remove the persistence signal, although this has not yet been generally demonstrated on-orbit.  If this is successful, it could be implemented in a pipeline.

For “astronomical” persistence, bright sources could be identified in one exposure, and those pixels could be flagged (at least) or corrected (at best, if a suitable persistence model could be defined) in subsequent science images.  The SIRTF data pipeline will attempt to do this. 

It is quite likely that there are other examples involving other instruments, where time-dependent processing could improve data quality for many users.

Unique STScI Capabilities

In general, time- or history-dependent processing would require some means to search for, link together, and multiply process exposures with a given instrument that were taken over some time frame, regardless of whether they are part of the same HST proposal or not.  Only STScI is in a position to do this, using direct interfaces between the scheduling system, the data archive, and the data processing system.

Drawbacks

Algorithms for removing the persistent images would need to be applied uniformly in a pipeline setting for all sources.

2.10 Quality Information Enhancement


D. Fraquelli

Description

Data that are obviously unsuitable for use in any scientific investigation or that may require special processing should be flagged as bad, that is, called to the user's attention, early in the observation request process.

Examples of unsuitable data include, but are not limited to, the following.

· NICMOS data taken within <t seconds of SAA exit;

· external observations taken with the instrument shutter closed or the high voltage off;

· guiding failures, especially for instruments without a shutter;

· exposures contaminated by scattered Earth light;

· data that can not yet be correctly processed;

The flag should be clearly visible on the appropriate Starview page.

The flag should use the existing quality information contained in the archive catalog.  Simple comparisons of other, existing, archive catalog keywords may also be used to form a quality indicator.

Science Case

Users should be warned, before retrieval, regarding data that are not suitable for scientific use or that may require special processing.

Unique STScI capabilities

STScI has a priori knowledge of the quality of much of the HST data through the keywords in the archive catalog.  STScI has additional knowledge of datasets that currently do not process correctly, but which may be processable at a later time.  When a user requests information on such datasets, the quality information should be displayed for that user.

2.11 Customized Reprocessing


H. Bushouse

Description

Allow users to specify customized parameters to be used when running OTFR to tailor the pipeline calibration to their scientific needs.

Science Case

The standard processing applied in instrument calibration pipelines is not always optimized for individual observations.  A typical routine example is the extraction of a spectrum for a STIS spectral observation.  The pipeline assumes the target is a point source in all cases and uses an extraction aperture based on the point-source assumption.  Summed or spatially resolved spectra of extended sources require extraction apertures that are customized in size and placement along the slit.  Another example would be choosing different parameters for performing cosmic-ray rejection.

Unique STScI Capabilities

The calibration pipelines are STScI developed software, and the resident instrument groups in the HST Division are the best source of knowledge for what aspects of customized reprocessing would have the greatest utility.

Drawbacks

Calibration pipeline software is already distributed to the community in STSDAS, and this currently allows users to reprocess their data locally in a customized fashion when necessary.  As described, this capability would only add a special archive interface and offload the computations from the user's site to STScI.  This may cause performance problems for local STScI servers, depending upon the load.

2.12 Spectral Data Cubes


G. Kriss

Description

Combine dithered long-slit spectroscopic observations to produce 3D data cubes, i.e., spatial maps or images (2D) with a third dimension that is a function of wavelength.

Science Case

By making dithered observations perpendicular to the slit with STIS, one can obtain a spectral map of a 2D spatial region.  Several GO programs have used this technique to map the regions around galactic nuclei and to map planets in the solar system.  The natural data product for such an observation is a data cube with two spatial dimensions and a third dimension in wavelength. These data would then be equivalent to data obtained with an integral field spectrograph (IFS) or a scanned Fabry-Perot imager.

Unique STScI Capabilities

The instrument groups at STScI have the specific knowledge of the instruments and the associated pointing data (WCS information and jitter files) that would be needed to perform this task routinely.

Drawbacks

Combining spectral images has the same (if not more) problems with alignment and registration that affect combining images.  One often must tweak parameters manually in an iterative process to achieve an optimum result.

3. Developing an Implementation Strategy

It is clear that many of the tasks described above either share common elements, or are quite dependent upon one another. This can be seen more readily in Figure 1. This diagram/table is roughly organized such that lower-level tools and tasks are on the left, science-oriented tasks are on the right, and priority for implementation flows from top to bottom, left to right. SHARE-recommended tasks are enclosed in bold-outlined boxes. The left-hand column shows algorithms that will be shared by many of the tasks. Several of the SHARE tasks can be categorized as infrastructure enhancements, listed in the center column. These typically don’t have a direct science product, but they add value that can be essential to the successful implementation of more science-oriented tasks, which are listed in the right-hand column. Arrows connecting the boxes show algorithms and tasks that are either necessary or helpful for the successful implementation of other tasks. From Figure 1 it is quite clear that the priorities we have assigned to the various SHARE recommendations are also a natural flow for developing these suggestions. In the following sections we examine each of the SHARE recommendations in more detail to determine their resource needs and timescales for development.

Figure 1. The interrelationships of SHARE tasks and related algorithms.


Subsections here parallel the descriptions in Section 2, with an entry for each of our recommendations. Within each subsection we follow the following format:

Assumptions
Some tasks or algorithms are prerequisites for others. This section lists assumed work that needs to be done first.

Required Decisions
If there are any policy decisions or complex interactions that need to be settled in the implementation process, they are mentioned in this section.

Min and Max Goals
For each of our recommendations there is often a range of potential implementation options. Minimum and maximum goals spanning this range are discussed here.

Implementation Plan
The section knits together the assumptions, required decisions and implementation goals to lay out a plan.
Required Resources
Resources (typically full-time equivalents, or FTEs) are accounted for in this section.

Time Scales
Practical time scales for doing the work are outlined in this section.
3.1 Astrometric Improvements

Required Decisions

1. What do we use as a basis for registering images?

A. Information obtained purely from the HST images (e.g., objects in common to two or more images) and the guide stars used for each observation

B. An “external” reference frame (eg GSC-2.2, or SDSS), required to have a sufficiently high density of objects across a sufficient area of sky, combined with a sufficient degree of absolute astrometric accuracy, to be able to cross-register a usefully large number of HST images.

2. How do we allow users to deal with geometric distortion of HST images:

A. Allow retrieval of images that are fully calibrated except that geometric distortion is not removed, which then calls for providing an improved version of "metric" to provide coordinates (eg the current approach for WFPC2)

B. Only provide "distortion-corrected" images, which would simplify astrometry between different images but would remove some degree of flexibility

3. What reference frame do we adopt (GSC-2/Hipparcos?)

· I suspect the answer is obviously yes but it would be wise to check exactly how the current GSC-2 astrometric frame relates to Hipparcos and other systems in use at other wavebands (eg global VLBI; others?)

Goals and Implementation Plans

Option A: Astrometry from the HST images and the guide stars used for the observation.

Minimum goal: Allow accurate relative astrometry between HST images from different instruments/filters that have some overlapping region of the sky in common.

Implementation: at least two different options:

1. Base the registration on objects in the images themselves, either by direct cross-correlation of the overlapping regions or by means of the "engineering-grade object catalogs" if these end up being implemented.

Advantage:

· can be done for any images with objects in common, regardless of whether any guidestars were in common

Drawbacks: 

· difficult to implement accurately for cases where emission-line data are involved, or even continuum data in widely separated bandpasses, due to likely spatial offsets; thus it may be limited to data from similar (or even the same!) filters

· will probably not work well for images with very different exposure times

· may likely be feasible for only a small fraction of images

2. Base the registration on at least one guide star in common to both images, combined with a knowledge of the roll angle offset between them. For more than two images, 

Advantage:

· independent of the details of objects in the images

Drawback:

· perhaps possible for only a small fraction of images?  The fraction of images that will benefit from this could in principle be exactly determined since we have the information on which guide stars are used for each image.

Medium goal: Allow accurate relative astrometry between any pair of images that have at least one guide star in common, together with knowledge of the roll angle difference between them.

Implementation: Since all the available information already exists in CDBS, including information about which guidestars were used, together with the roll angle information for each exposure, this can be implemented in a relatively automated way. In practice, a query could be designed that takes a given exposure as input, and shows all the images that have a guide star in common with this input exposure (either with all instruments/filter combinations, or with some subset, as specified by the user). If the user then requests any of these subsequent exposures, their astrometric information could be recaulctaed automatically to place them in the same reference frame as the first exposure.

Advantage:

· independent of the details of objects in the images, and potentially allows cross-registration between many more pairs of images than in the "minimum" goal stated above.

Drawbacks:

· still perhaps only feasible for a relatively small fraction of the total set of HST images

· if there is no overlap between images, then achieving accurate relative registration may be less interesting since less science will be enabled. However, for objects that are much more extended then the HST images, accurate relative registration may still be useful when compared to data from other wavebands that may cover the entire field (eg HST images of various separate parts of a large galaxy or extended cluster, which may have a single complete image at another waveband or from the ground).

Maximum goal: Use triangulation information from guide stars common to pairs of images, together with astrometric information from objects in the images themselves that are visible at other wavebands with high angular resolution (in particular radio), to update and improve the actual astrometric information about the guide stars.

Implementation: this would be a relatively time-intensive effort, since it requires actual updating of the guide star coordindates, and relatively stringent quality control over the means by which cross-wavelength calibration is achieved (for example, many of the bright compact radio sources suitable for astrometry lie embedded in complex optical systems).  This process would also be continually on-going as more HST images are obtained. A system of updating guide star coordinates would have to be designed (eg trading off the frequency of updates vs the management overhead).

Advantages:

· Improving the actual astrometric information of the guide stars is the only means of providing a direct tie-in to systems used at other wavelengths, most notably global VLBI reference frame.

· As more HST images are obtained, paticularly with ACS (both prime parallel), the number of guide stars for which improved astrometry becomes available could dramatically increase.

· This method also allows "boot-strapping": if improved astrometry is available for one guide star in a pair, the FGS locking information from the exposure can be used after-the-fact to improve the astrometry on the second guide star in the pair.

Drawbacks:

· Care must be taken when obtaining astrometric information from other wavebands, in ensuring that the multi-waveband emission is produced by the same physical region and is also more compact than the level of astrometric accuracy being aimed at.

· Improvements in the astrometric accuracy of the guide stars will take place more or less at random and not at all uniformly.

· This option is the most resource-intensive of the three, since it involves not only detailed physical understanding of the multiwavelength nature of the sources from which astrometry is being obtained, but also a substantial amount of overhead in terms of propagating the guide star position updates correctly.

Option B: Astrometry from an external “absolute” reference catalog.

Two obvious catalogs of choice are GSC-2.2 and SDSS. These are the only database that has the combination of a sufficiently large number of objects (~few per square arcminute), together with the required absolute astrometric accuracy. The description here will refer mostly to GSC-2.2, simply because it is already fully available and well-characterized while SDSS is still in progress; moreover it covers the entire sky whereas SDSS covers only 1/4.  However, SDSS should prove to be a valuable addition in the area where the two catalogs overlap.

Minimum goal: Refine the astrometric keywords of an image by automatically carrying out astrometry on the known GSC-2.2 objects in the image, and calculating a correction based on the average difference between their measured coordinates and those from the GSC.

Implementation: This would be reasonably straightforward to implement. For any image that is retrieved from the archive, an automatic query would be carried out that would return the identifications of any GSC objects on the image. The known position of each GSC object would be used to calculate its approximate position on the chip, and a simple centroiding algorithm would then determine the exact pixel location of the object. This would be used to determine its “measured” RA and Dec, based on the image header keywords, which would likely be offset from the catalog position. After calculating these offsets for all the GSC objects on the image, reject any obvious outliers, then determine a mean offset in RA and Dec, and apply this correction to the header keywords.

Advantages:

· Relatively simple to implement

· Generalizable to any detector/filter combination

· Independent of the type of field (except that at high latitudes the GSC objects become more sparse)

Drawbacks:

· At high latitudes GSC objects become more sparse so this technique will likely provide non-uniform improvements depending on location in the sky

· The technique will rely fairly heavily on using images cleaned of cosmic rays, otherwise too many of the GSC objects may need to be rejected.

· Quantifying the "quality" of the astrometric correction may be somewhat non-trivial.

Maximum goal: This would build upon the minimum goal, and is similar in its scope to the maximum goal outlined for option (A) above. Once astrometry for an image has been improved, this means that the information for the guide stars themselves should be improved as well, therefore astrometric corrections are fed back into the GSC system in an iterative process. The advantages and drawbacks are similar to case (A), and are summarized again here:

Advantages:

· Improving the actual astrometric information of the guide stars is the only means of providing a direct tie-in to systems used at other wavelengths, most notably global VLBI reference frame.

· As more HST images are obtained, particularly with ACS (both prime parallel), the number of guide stars for which improved astrometry becomes available could dramatically increase.

· This method also allows “boot-strapping”: if improved astrometry is available for one guide star in a pair, the FGS locking information from the exposure can be used after-the-fact to improve the astrometry on the second guide star in the pair.

Drawbacks:

· Care must be taken when obtaining astrometric information from other wavebands, in ensuring that the multi-waveband emission is produced by the same physical region and is also more compact than the level of astrometric accuracy being aimed at.

· Improvements in the astrometric accuracy of the guide stars will take place more or less at random and not at all uniformly.

· This option is the most resource-intensive of the three, since it involves not only detailed physical understanding of the multiwavelength nature of the sources from which astrometry is being obtained, but also a substantial amount of overhead in terms of propagating the guide star position updates correctly.

Required Resources/Timescales

Minimum goals:

These would likely require a team consisting of a lead scientist, at least one software developer, and interaction with the pipeline team. It is also possible that a DA would be required to help with testing the products, and participate in interactions with the developer(s) and pipeline team if iterative testing is required to help identify and solve problems. Approximate resources would consist of about 0.25 FTE scientist, 0.5 FTE developer + pipeline work, 0.25 FTE DA for testing, over the course of 1 year which should be sufficient to yield the basic requirements for the minimum goals.  

Medium/Maximum goals:

These would initially require a similar sized core team to the minimum goals, since they are predominantly extensions of the minimum goals.  However, the core team would likely expand due to the need to interact with and solicit the participation of various additional staff, for example a scientist from FGS to help with guide star issues, and archive scientist(s) to assist in the implementation of corrections to the guide star coordinates. Resource estimates (wildly) are likely to run to about 0.5 - 1 FTE scientist(s), 1.5 FTE developer + pipeline / archive, 1 FTE DA(s) for testing, spread over at approximately two years.

3.2 Combining Images

Assumptions

If corrected WCS are available (see Sections 2.1 and 3.1) then we may avoid the image registration step.

We assume the OTFR paradigm that reprocessing always gives better answers. Hence, there is no gain by storing information from earlier processing, such as cosmic ray locations or image offsets.

Required Decisions

1. Allow users to set parameters in OTFR, or not.

2. Choose software environment(s) for development work, e.g. pyraf, stsdas, Web...

3. Algorithm choices; to be based on experience.

· cosmic rays

· other data quality

· registration

· flux scaling

· background level

· resampling technique

4. Suite of data to be considered as available. HST only, or include Sloan, Chandra etc.

Minimum Goal

Complete current upgrade path for PyDrizzle. This will allow retrieval of sets of images from archive with offline image combination and parameter adjustment.

Maximum Goal

Select set of images using archive tools (e.g. VTT) and retrieve fully combined single output image according to specified parameters that may differ from pipeline default.

These goals potentially allow access to a very versatile capability and could be of interest to a very large fraction of the community (anyone who works on images, essentially).

Implementation Plan

1. Develop cosmic ray and other blemish/data quality identification module

2. Develop image registration module

3. Determine algorithm for image flux scaling

4. Develop technique for image background or bias difference estimation

5. Construct association table:

· Provide corrections to image locations and orientations

· Provide image flux scaling

· Provide image background offsets

6. Allow user input of desired parameters for image combination and resampling (the Maximum Goal could be pursued without this, however its utility would be greatly diminished.)

7. If non-HST data allowed, effort needed to ensure compatibility.

8. Execute PyDrizzle or similar software to perform image combination. If drizzle is not chosen, this would require the implementation of new replacement.

Required Resources 

For Min Goals:
· SSG resources to complete development of PyDrizzle and extend beyond current highest priority items. Flux scaling and background level offsets are not in current high priority implementation plan.

· Without module to determine flux and background, but enabled within association table, approx 0.25 FTE SSG programmer.

· With module development for flux scaling and background level determination, additional approx 0.25 SSG programmer plus instrument scientist prototyping and testing 0.25 FTE (Cf. NICMOS pedestal effort).

For Max Goals:
· Pipeline to allow parameter setting by users (OPUS/OTFR group)

· Module development for:

· Cosmic ray detection and algorithms

· Single image option

· Iterative processing within pipeline environment (i.e. self contained within the group of images selected for retrieval)

· Use of external reference data such as additional images at some location, or a pre-screened dataset

Comment: the first two of these appear realistic and tractable. The latter does not and is inconsistent with the OTFR paradigm.

· Image registration determination

· Flux scaling

· Background estimation

· Develop expertise within IDT, GOODS and elsewhere and enable SSG to build on that expertise to integrate software tools in chosen environment and subsequently pipeline.

· Approx 1 FTE SSG programmer (two years work at 50% level) plus high degree of instrument scientist support.

· Construction of association table at retrieval stage (StarView group)

Time Scales

For Min Goals: Spring 2003 for completion.

For Max Goals: Mid to late 2004: requires experience of working with large ACS datasets both technically, the images themselves, and system, retrieval and processing of such using OTFR.

Other Implementation Options

If corrected WCS are available (see Sections 2.1 and 3.1), then combining images is significantly more straightforward. For ACS data, the following procedures can be done now:

1. In the CALACS pipeline:

· process an associated set of images into a single output image using calacs and pydrizzle.

2. Outside the pipeline:

· Download a set of (non-associated) images into a subdirectory from the archive.

· Run BuildAsn to generate an association table for these data.

· Run PyDrizzle to combine the images into a single output.

The current implementation does not check the image registration: it uses the WCS information in the image header plus a supporting reference file, the IDCTAB, that describes the instruments geometry.  IDCTABS exist for ACS, STIS and WFPC2.  If the image registrations are known, however, a correction can be given as part of the association table (delta RA, delta Dec and delta Orientat columns) and pydrizzle will adjust the drizzle parameters accordingly.

It is also possible, currently under test, to use an object catalogue to measure positions on the input RAW images, to precalculate RA and Dec offsets between images using the same geometrical tools that pydrizzle uses. Hence you do not have to actually run drizzle twice to adjust positions.

Caveats

The initial pipeline implementation uses a conservative set of drizzle parameters, although in principle you may use essentially the full drizzle parameter set offline.

In addition to tweaking image positions, it is desirable to tweak image backgrounds also.

Images with different filters may be combined if an appropriate scaling or weighting scheme can be selected. Presumably there are a number of options depending on the scientific application. E.g. maximizing S/N would offer one such weighting/scaling scheme. The PHOTFLAM keyword that converts count rate to flux density could provide a good starting point for such weightings. (Pydrizzle can already combine images from different instruments in principle, since the IDCTAB is specified by each individual input image. This has not been tested.)

Pydrizzle can examine a data quality array and reject pixels from the drizzle combination. However under current implementations the ability to identify and eliminate cosmic rays is very limited. If a CR-SPLIT was used, then it is processed to reject cosmic rays and the cr-rejected image is passed as input to pydrizzle.  Establishing reliable data quality arrays is critical to image combination, if starting with raw data. For ACS, we will examine the possibility of single image cosmic ray identification once we have some real data.  Alternatively, iterative schemes could be used where a set of images are drizzled onto separate outputs then median combined to provide a first guess for use in cosmic ray identification.

In other words the two current limiting factors are:

1. image registration and astrometry (see Sections 2.1 and 3.1), and

2. data quality handling.

Additional Development Items

1. It ought to be possible for starview (or equivalent) to set up the association table on-the-fly.

2. Consider ways to improve identification of defective pixels, mostly cosmic ray hits, in individual images. A reference file for every image, for example? Can they be found once, by an expert task, and the information recorded for subsequent use, or do we need to re-identify them every time?

3. Continue existing upgrade path for pydrizzle to enable image combination capabilities that allow for tweaked backgrounds and flux normalization.

4. Methods to adjust image registration (see Sections 2.1 and 3.1), or else investigate (i) use of object catalogues (ii) cross-correlation (iii) other methods to register images.

5. Methods to equalize image background (or equivalently bias) offsets.

3.3 & 3.4 Source Identification & Science Catalog Generation

The final product of each of these recommendations is very similar---a catalog. The primary difference is the quality of the scientific information in that catalog. Here we consider both recommendations in tandem for the purposes of developing an implementation strategy. In this context, the engineering-grade catalog that merely provides source identification and location information becomes a minimum goal, and a science-grade catalog containing astrometric positions and photometric information becomes the maximum goal.

Assumptions

Existing segmentation software works best with cosmic-ray-free images. If segmentation is to be done on single CCD frames, the software must be able to identify cosmic rays (and perhaps remove them).

Required Decisions

Minimum, Intermediate and Maximum Goals

1. The minimum goal is to provide engineering-grade source catalogs.  These can be constructed both before and after dither combining.  The engineering-grade catalog will be geared towards tying down the WCS and improving the image registration and alignment prior to dither combining.  The segmentation software must provide good pixel positions and crude fluxes of compact local maxima and must be very robust against false detections (e.g. have a high threshold cutoff).

2. An intermediate goal is to provide “easy” science grade catalogs.  These should be made after cosmic ray or dither combining images.  The primary purpose of these is quick look and assessment of sources.  The segmentation software must be geared to the simplest simplest fields (e.g. distant galaxy fields), and must be reasonably robust against false detections.  The users should be made aware of limitations of these catalogs (i.e. buyer beware). 

3. The maximum goal is to provide complete science grade catalogs.  These would have the deepest possible threshold and include more esoteric measurements (e.g. galaxy morphology).  These should be constructed after cosmic ray or dither combining images. The software for constructing a complete science grade source catalog requires the most intelligence in processing (e.g. field dependence in threshold setting, bulge/disk decomposition only turned on for the highest S/N extended sources) and requires the most quality control of output (i.e. error estimates).  Again, the users should be made aware of limitations of these catalogs (i.e. buyer beware).

Implementation Plan

It is likely that the same software (e.g. SExtractor) can be used to achieve goals [1], [2], and much of goal [3] (specialized classification software may be needed for potential science goals such as bulge/disk decomposition and galaxy morphology determination).  The difference between the different grades of catalogs is largely a matter of which parameters are measured and how the threshold for object detection is set.  Hence the easy science grade catalog can be considered a subset of the complete science grade catalog, and the engineering-grade catalog a subset of both of these.  

Research phase: The main work required for implementing any segmentation and classification software is research.  First the various existing software packages for segmentation must be identified and tested on the complete range of existing HST data (e.g. all imaging instruments, crowded and sparse fields, some with foreground sources such as nearby galaxies, taken with a range of exposure times) as well as simulated images (for which we know the truth, and to plan for upcoming instruments such as WF3).  The aim of the research would be to find out which packages work best and which parameters should be adjusted to make the cuts between the different grades of catalogs.  

Planning phase: Next the data requirements (rules) for each level of implementation, should be determined.  These rules could include: only use CR-combined images; do not use on moving targets; position constraints (galactic latitude, distance from nearby galaxies, etc...).  This will also allow us to flesh out the goals of the different grades of source catalogs and hence make a more detailed implementation plan.

Implementation phase: The rest of the work would involve writing wrappers for the existing software to produce each catalog grade (which will successively be phased in).  In addition lots of stress testing will be required to make the scripts robust and document the limitations of the different catalog grades (e.g. false detection rate as a function of S/N).

Required Resources and Timescales

Research phase: at least 1 FTE of a scientist for a year.

Planning phase: scientist and programmer working together for three months: 0.5 FTE.

Implementation phase: On order of three programmer/months to implement each catalog grade, followed by a similar amount of time by 1-2 scientists to stress test and document each grade: 1.5-2.25 FTE.

3.5 Using Other Catalogs

Implementation Roadmap

1. Figure out which products and services would be scientifically worthwhile and interesting. Prioritize and edit the list of such services by their scientific payoff and by their synergy with other SHARE recommendations. An example of a partial list:

Pipeline Services

· a catalog of SDSS objects in the FOV (no cross-correlation).

· a resource either linking to products related to those SDSS objects or bundling those products into a single HST product or product bundle (e.g. SDSS spectra FITS files)

· population of a keyword that indicates that "yes" this field is included in Sloan coverage. (SLOAN=YES or SLOAN=NO, and update with Sloan releases, or make it release dependent, like SDSS_EDR=YES) (Other partial-sky but large surveys could be included in such a table, like FIRST, 2MASS.) 

· populate an HTM coordinate keyword for each observation, and store that coordinate in the catalog as well (indexed) to speed up coordinate searches and position-base cross-correlation processes. 

· cross-correlation services with a pre-requisite of an object catalog with coordinates and fluxes or on-the-fly identification of objects & properties:

· automatic selection of cross-correlations between the SDSS or GSC2 catalog and update of the WCS keywords or population of relative shifts and rotation keywords. (You may want to use flux as a rough matching criteria/filter for coordinate standards.)

· population of a extended HST/SDSS/GSC2 database table linking astronomical catalog objects to objects in the HST image.

Software Services and Software-Friendly Products/Files

· Make the catalog products produced in the pipeline image-display "friendly": use a format that will allow, for example, the VTT or ds9 or OASIS or Aladdin to display the catalog, make interactive overlays that could do further searches or display a configurable list of catalog fields with a click on the object. (This format might be an XML table or a FITS table or a comma delimited ASCII list -- not defined yet, and it should be configurable anyway, not hardwired.)

· Configure/modify the VTT to read pipeline products (requested and even modified by the user) or execute object catalog queries (those object catalogs do not yet exist however) to display object catalog results.

· Allow users to do a quick spectral analysis of SDSS spectra (SpecView?) such as wavelength estimates, line IDs, template cross-correlation with standard templates, flux estimations for lines and continuum, line width estimation. (Note that the tool may not need to be invented...)

2. Assess the resources required to produce those products and services, including an assessment of existing tools and resources within and outside the Institute. Existing solutions might be preferred. Also include in the assessment how much coordination between divisions and branches are required to produce these products and services. Some of the tasks are simple but because they require coordination across divisions to pull off, may be in practice hard. 

Some basic Sloan & GSC2 queries are already available through the web, like a coordinate-based cone search. Something somewhat more sophisticated would be needed to figure out which of the objects in a 40" arcmin radius search actually falls in the WFPC2 FOV, and anything beyond that (figuring out what, if any, fraction of the HST image lies in Sloan coverage) will require additional development resources.

The resources needed to do this work are not minor. However, the technical difficulties are not huge. Querying the SDSS and the GSC2 by position, limited by the approximate FOV of the HST imager (approximated by a circle = a cone search) is a solved problem; a web interface or a software program can call the scripts. Cross-correlation of relatively few bright sources in an image is also not a hard problem, and there are WCSTools that might solve some of this very quickly: see Doug Mink's site at http://tdc-www.harvard.edu/software/wcstools/. These tools include already catalog links to specific catalogs such as HST GSC II, 2MASS, USNO-A2. See also “imWCS” for finding stars, cross correlating and updating WCS in the header.

Creating an HTM keyword and backpopulating the archive catalogs is very straightforward. Conversion routines already exist, so adding this step to the existing pipeline is not hard, nor is backfilling the database by using data already there (no need to retrieve data).

STScI could achieve some improvement of their data services by investigating existing tools and either using them (or refer to them in data documentation) or updating them for use with HST data, if needed.

3. Prioritize these items in the context of existing work on the archive, the pipeline, and in the instrument groups. 

The effort in doing these items could be stretched out over multiple years. The improvement in the WCS of headers may push some of this effort to the front of the queue, if comparison with external catalogs is deemed useful (and I can't imagine why it wouldn't be.) But tasks like creating an HTM keyword are only difficult because they require coordinating the attention of multiple groups: the pipeline developers, the instrument groups, and the archive. 

The biggest pay-off with Sloan comes in a year, ~Jan 2003, with the next release of Sloan data.

3.6 Customized Post-processing

Assumptions

None for this task.

Required Decisions

Policies for access to the OTFR pipeline need to be determined. We recommend a gradual approach, starting with guidelines for internal users, and graduating to a proposal process that would regulate the access of outside users.

Min and Max Goals

Minimum Goal: test-bed system with access restricted to internal users.

Maximum Goal: full implementation with external access regulated via the proposal process.

Implementation Plan

A suggested development path might be to solicit ideas for internal use, e.g., doing instrument trending by following some parameter.  This could develop and test structures and procedures internally in a useful way before opening up to the general community.

Required Resources & Time Scales

This task was suggested late in the SHARE study process. Ascertaining the required resources will take a bit more work.
3.7 Photometric Redshifts

Assumptions

Science-grade catalogs of the images are a prerequisite to carrying out any photometric redshift analysis.  Since this is another SHARE topic, we will assume that these catalogs are automatically available, providing measurements of:

· object fluxes, 

· flux errors, 

· ideally, also some type of object classification, at least to the level of star/galaxy discrimination.

Ideally, the catalogs should be made from the deepest images available for a given field.  This would therefore benefit from the availability of stacked/coadded images.  Again, since this is another SHARE topic, we will assume that if image combination is possible it will have been done.

Multicolor catalogs are also essential for computing photometric redshift estimates.  At an absolute minimum, images in two different bands are required.  2-band photometric redshifts won't be very useful (although in principle a redshift likelihood function can be computed even with one color, i.e., 2 bands - it just won't be very constraining). Therefore:

1) The procedure can only be carried out for areas on the sky where images in multiple bandpasses overlap 

2) Some procedure is needed to match multicolor photometry for the same objects.  This could be done in several ways:

a) Independent catalogs could be generated for the different images, and the catalogs for different bands could be matched by position and merged to produce multicolor catalogs;

b) Images in multiple bands could be co-aligned, and joint catalogs produced using matched apertures.

Method (b) is often preferable, but requires additional processing in order to register images taken in different bandpasses and to define the overlap regions over which the catalogs will be measured.  This may be more complex, but if SHARE efforts have already led to (1) WCS improvements and (2) automatic combination of non-aligned images, then it should not be too difficult to adapt those techniques to produced co-aligned, multicolor image sets.

For the purposes of the resource estimates here, we will assume that all issues of image registration/combination and cataloging have already been addressed.

Required Decisions

1. Is there interest/demand in the community for automatic photometric redshift computation?  It is quite possible that this idea will be met with considerable skepticism, if not outright hostility from some quarters.  Before any resources are devoted to development, the community should be carefully polled on this.

2. What restrictions should be imposed on the data sets for photo-z fitting?  E.g., >= 3 broad band filters only?  Only "high latitude" fields without large foreground objects?  Etc.

3. Should the procedure try to use all photometric data available from any and all HST instruments that have viewed a particular field or object within that field?  Or should it be restricted to data sets taken with a given instrument, perhaps in the same visit?

4. Should an existing photometric redshift mechanism/software package be used, or should a new system be developed?

Min and Max Goals

Minimum goal:  likelihood vs. photometric redshift function and best-fit values for each extended object with photometry in a multicolor photometry catalog of HST data observed with a single instrument through broad band filters.  Relatively restricted quality checking and verification (see discussion below).   Use pre-existing photo-z method/code with little modification or enhancement.

Maximum goal:  as above, but with much more scientist time invested in quality checking and verification against existing or new spectroscopic redshift data sets.  Perform more extensive quality/reliability reporting in the phot-z data products.  Also, incorporate multiwavelength data from multiple HST instruments where available.  Develop new, optimized photometric redshift code, or customize an existing method.

Implementation Plan

Given the availability of multicolor catalogs, the implementation of automated photometric redshift estimates should be reasonably straightforward.   Tasks:

1. Assess user community interest in “automatic” photometric redshift estimation before proceeding with development.

Required resources & timescale:  1 FTE scientist for ~1-2 weeks to prepare a presentation (e.g., to the STUC) and/or questionnaire for the community (e.g., at AAS?  or by e-mail?) polling interest in such an effort, and to assess feedback.

2. Assess methods/software for photometric redshift estimation.  Many astronomers have developed such techniques, and there is an active industry of developing/extending/testing these.  However, relatively few public software packages are presently available (the only that can be downloaded from a public site is “hyperz”).

Key issues:

· assessing algorithms/methods

· software availability

Required Resources & Timescales

For Minimum goals:  This work must be done by astronomers knowledgeable in this area.  1 month of a (knowledgeable) FTE should suffice to investigate and critically assess the available methods.

For Maximum goals:  If STScI wishes to develop a new photometric redshift system or extensively modify a previous one, this will probably require at least 3 months for a knowledgeable FTE scientist to develop the system, and 3-5 months for an FTE science programmer to implement and test.

3. Establish criteria for suitable data sets.  As noted above, only data sets with multicolor imaging are appropriate, and perhaps only with >2 bands.  Quite possibly, one would wish to impose other restrictions:

· availability of data covering certain wavelengths.  (E.g., is it worthwhile to compute phot-z's if only UV bands, or only narrow bands, are available? or if the only available photometry is widely spaced in wavelength?)

· S/N or limiting depth considerations (E.g., it may not be worthwhile to estimate photometric redshifts if the exposures are very short and shallow, or if one image is deep and another is shallow, etc.)

· target considerations (E.g., one may wish not to try photometric redshift estimation on fields at low galactic latitude, or which contain bright foreground stars or galaxies, extended nebulosity, planets, etc.)

Required Resources & Timescales

For Minimum goals: MAST has already invested some effort into providing mechanisms for establishing whether multiple HST data sets cover the same portion of the sky.  We expect that existing efforts within MAST, FASST, or byproducts of other recommendations from SHARE (e.g., image combination) could be used to establish which data sets are suitable for photometric redshift analysis.  Therefore I will assume that most of the FTE resources needed to implement this will largely come from other sources, and thus do not assign them here.   

Similarly, S/N characterization is another SHARE recommendation (also FASST?) and therefore we do not include FTE resources for implementing this.

Issues regarding target considerations are very similar to those relevant for object cataloging, so once again we do not include further FTE resources here.

Roughly 2 weeks of an FTE scientist may be needed to consider and define criteria on which to base the decision for which data sets are suitable for phot-z analysis.  

For Maximum goals:  Implement photometric redshift fitting for multicolor, multi-instrument catalogs, e.g., combining ACS and NICMOS photometry on common objects.  We are assuming here that any issues regarding implementation of multi-instrument catalogs has been dealt with as part of other SHARE or FASST recommendations, and thus require no additional resources here.

4. Software development / interfacing.  If existing photometric redshift software is adequate, then it may only be necessary to interface it with other archive systems.    However, it is not unlikely that new software might be written, or significant modifications might be made to existing systems.

Required Resources & Timescales

If substantial new software development for photometric redshift analysis is needed, we expect this would require at least 6 FTE months for a programmer.   It will almost certainly require scientist time as well, if the new methods must be developed in house.

Some archive/programming effort will be needed in order to ingest photo-z catalog results into the archive, and to provide an interface for accessing these data.

5. Quality control Photometric redshifts should not be used blindly.  However, if sufficient testing is available, e.g., by comparison to spectroscopic data sets, then the methods can be tested, and accuracy and reliability can be quantitatively assessed (up to a point).  

Required Resources & Timescales

For Mininum goals:  Relatively little quality control would be done -- the procedure would report likelihood vs.  redshift curves, and it would be up to the user to assess their reliability.

For Maximum goals:  This will require significant effort on the part of a scientist knowledgeable in this field, who must identify suitable test data sets (the HDF is an obvious example, but cannot be used to test results based on other filter combinations, or at different sensitivity limits, etc.).  We expect that at least 3 FTE months for a scientist will be needed for this effort.

3.8 Combining Spectra

Assumptions

The data headers need to contain contain accurate spatial information.  This could be either accurate WCS information (another SHARE task listed at higher priority), or accurate relative spatial information as given by POS TARG or Pattern_Type keywords in the data header should they exist in certain specific cases. The implementation plan described below assumes sufficient coordinate accuracy offset info in header to perform either a) corrections to wavelength scale at integral pixel scale or b) combination in spatial direction (i.e. in absence of any cross-correlation techniques).

Required Decisions

Decisions must be made concerning whether particular options be made available to the user.  For example, should the level of flux variablility allowed in a combined dataset be left to the user.  Also, choices potentially abound for specification of output wavelength grids in overlap regions.  The complexity of the front-end interface development, especially the testing component, scales directly with the number of such options.  

We note that it is already possible to simply overplot preview spectra from different instruments/missions archived in MAST using a tool which can be accessed from the MAST scrapbook pages (http://archive.stsci.edu/scrapbook.html) and any other returned mission page. We also note that work is on-going within MAST and SSG to expand on the current capabilities of SpecView, a tool which allows users to overplot and manipulate spectra from different instruments/missions interactively. The results of such efforts should be taken into account when implementing the enhancement discussed here.

As with other SHARE tasks we should confirm community interest before implementing this capability. We listed this at moderate priority among the SHARE tasks. Before investing substantial resources, we should be satisfied that this would benefit a signficant number of users. (First step: identify the number of STIS observations that employ along slit dithering.)  

We might also explore ST/ECF interest in carrying out some portion of the work described here.

Min and Max Goals

We define minimum, intermediate, and maximum goals.  The minimum and intermediate goals correspond to activities that can be completed by relatively straightforward adaptation of existing tasks or tasks that are presently being developed.  The terminology, minimum and intermediate, is intended to describe relative prioritization of these tasks. 

1. Minimum goal:  No spatial dithering.

a) combine spectra taken with same grating / same central wavelength; 

b) combine spectra taken with same grating / different central wavelengths

c) combine spectra taken with different gratings / similar resolution

d) combine spectra taken with different resolutions (e.g. STIS L, M, or E modes or STIS M / GHRS, STIS L / GHRS or FOS, etc)

2. Intermediate goal: integral pixel spatial dithers (STIS only).

A STIS tool is presently in development to use existing STSDAS tasks (imshift, imcalc, ocrreject) to perform integral pixel shifts, combines, and CR rejection (Dressel, Busko).  Completion of the scripting for this capability is presently expected not before late spring, 2002 (personnel resources are driver, not algorithm development).  This tool could be driven by our interface to produce combined/CR-rejected datasets from STIS observations that were taken with integral pixel dither patterns.  To implement this minimum goal, only accurate relative spatial information need be present in the data headers.  Accurate absolute WCS solutions are not required.

3. Maximum goal: fractional pixel spatial dithers (STIS only).

This goal envisions utilization of drizzling or some other image combination process (e.g., super-pixilization or interlacing) to combine spectroscopic observations that have been intentionally dithered - usually  perpendicular, but occasionally parallel, to dispersion.  This process would allow the best possible sampling of the spatial component of the PSF and/or give the best sampling of the LSF.  Existing drizzle tasks might be adapted, however the handling and population of header information must be researched and modified.  Additionally, substantial effort would be required to correct STIS geometric distortion mapping to a form that drizzle could use.  


The drawbacks in attempting to automate an often iterative procedure have been discussed above.  Again, we assume that the headers provide sufficient WCS information concerning the dithered offsets.

Implementation Plan

For each of the three goals, the following sequence applies:

1. Develop requirements document. Include algorithmic description and prototype software.

2. Programming team develops required software and interfaces.

3. Archive team develops data set selection method (same for all)

4. Test

5. Document (external, for user support; internal, for maintenance).

6. Deploy

A. Minimum Goal:

Splicer tool can be used to combine spectra on same or different wavelength grids.  Splicer allows specification of output wavelength grid, so choices can be offered concerning overlap regions.  Splicer also allows weighting vectors to be specified for all spectra to be combined so choices can be offered concerning combination in overlap regions, as well as exposure time weighting if desired. 

Can use existing splice task, which is designed to combine multiple datasets with options for specification of weight, quality, and wavelength sampling vectors.  

a) Use splicer, place on common wavelength grid

b) Use splicer, establish treatment for wavelength grid and combination in overlap region (user-input: finest, coarsest wavelength grid or some ramp or discontinuity or simply default to finest wavelength grid); also establish combination mechanism in overlap regions (average, special weighting). 

c) Same as (b)

d) Same as (c) and (b) with particular concerns about combination of radically different wavelength grids. 

B. Intermediate Goal: integral pixel offsets in spatial direction.

This is a STIS-only application.  Use scripts currently in development.  Allow combination into single file with CR rejection.  Wavelength gridding is assumed accurate and is not re-sampled.  

C. Maximum Goal: fractional pixel offsets in spatial direction.

Again, a STIS-only application.  Modify existing drizzle tasks to properly populate output headers.  Must create geometric distortion maps that are compatible with drizzle process requirements.  Explore adaptation of existing pipeline processing to utilize _flt file or counts-image produced by x2d as input to the process.  For higher S/N cases appropriate cross-correlation tools also exist.  Output is a single combined file.  

Common to All Goals:  For purposes of candidate image selection, must establish limit on flux level variations (either real variability or possible calibration differences) that will be combined (user-defined or default); wavelength overlap treatment options which imply weighting vectors that will be passed to splicer; infrastructure to pass identification of files selected for combination (much overlap with selection infrastructure required for other SHARE tasks) 

Required Resources 

For interface development we include below under "archive team" only the resources specific to this task (requirements, design, prototype, testing).  The interface should be quite similar to those developed for other SHARE components or addition of a new screen to StarView.  We will need to establish actions to pass user choices or defaults to splice utility.  

Minimum Goals:  (splicing and integral-pixel offsets)

· Develop requirements document. Include algorithmic description and prototype software.

splicing: 2 FTE weeks;  integral:  2 FTE weeks

· Programming team develops required software and interfaces.

splicing:  1 FTE-month   integral:  1 FTE-month

· Archive team develops data set selection method (same for all)

splicer-specific:  1 FTE-month  generic interface:  1 FTE-month

· Test

1 FTE-month total

· Document (external, for user support; internal, for maintenance).

1 FTE-month total

· Deploy

1 FTE-month total

Total FTE for Min goals:  8 FTE-months

Maximum Goal: (fractional pixel offsets)

This is essentially the extra effort required to establish fractional pixel interpolation procedures.  

· Develop requirements document. Include algorithmic description and prototype software.


3 FTE-months

· Programming team develops required software and interfaces.


2 FTE-months

· Archive team develops data set selection method (same for all)


marginal additional to minimum 

· Test


2 FTE-months

· Document (external, for user support; internal, for maintenance).


1 FTE-month

· Deploy


1 FTE-month

Total: 9 FTE-months

Time Scales

Min Goals:

Minimum level implementation can proceed with existing tools; apart from user interface, little development is required; FTE expenditure is essentially same as calendar time needed for all but documentation and testing where typical multi-tasking of developer and IS times applies.  Estimate testing and documentation require 2 months each (1 FTE month each). 

Total time estimate: 10 months.

Max Goals:

Requirements and algorithm development will require substantial interaction between IS and developers.  Estimate 4-6 months to yield requirements document.  Given typical multitasking environment, testing will require 3-4 months.  We assume little time is required on archive interface development as selection screens will have been developed for minimum level implentation and/or other SHARE tasks.  Remaining FTE estimates translate to equivalent calendar time estimates.

Total time estimate: 11-14 months.

3.9 Time History Processing

Assumptions

For persistence found in archive data, a technique can be found to remove persistence found in the data processing stage without the advantage of scheduled contemporaneous darks. 

Required Decisions

To what degree does persistence from bright objects affect subsequent exposures from the same detector?  What level of software sophistication will provide a general solution that would benefit HST data users?

Min and Max Goals

Min. Goal - Perform removal of NICMOS SAA persistence in a pipeline.

Med. Goal - Extend NICMOS technique to scheduled observations known to contain bright sources, i.e., sources brighter than some instrument dependent threshold.

Max. Goal - Identify “bright” sources in an object catalog, develop an algorithm from removing their persistence in subsequent exposures, and apply this calibration in OTFR when the affected data are retrieved from the archive.

Implementation Plan

Contemporaneous Reference files - Fully implement the concept of contemporaneous reference files.  This type of calibration reference file will not use the CDBS system since they are only applicable to a particular observation or set of observations taken with in short time period.  NICMOS post-SAA darks are the first example of contemporaneous reference files for HST and will be operational in cycle 11.

NICMOS SAA persistence removal - In a pipeline setting, utilize post-SAA darks to generate a cosmic ray map that can be applied to an image in order to reduce noise from cosmic ray persistence induced by SAA charged particle hits on the detector.  This depends on the pipeline removal of the DC pedestal common in NICMOS data.

Scheduling system - Observations scheduled on bright sources could be flagged in the scheduling system and automatic darks generated just after the bright object observation.  These contemporaneous darks could then be applied to subsequent exposures using the same detector for a period of time that is a function of the magnitude of the bright source.

Archive - Extract photometry information from exposures into an object catalog.  Determine for each HST detector, what source threshold magnitude will affect subsequent exposures.  Determine a technique that can be used to 'calibrate' the affected data using only exposures contained in the archive.

Required Resources

 For Min Goals:

· XXX FTE from the NICMOS team finds technique for implementing persistence calibration in the pipeline.

· XXX FTE from SSG to implement application of CR map in CALNICA

 For Med Goals:

· XXX FTE from instrument teams to implement similar functional in other instrument calibration pipelines

· XXX FTE to implement bright object identification in scheduling system and insert auto-darks into the observing schedule

· 0.5 FTE for DST to implement association of auto-darks with affected observations

For Max Goals:

· XXX FTE for someone to determine an algorithm for finding bright object persistence in archived exposures using an object catalog as input

· XXX FTE for someone to develop an algorithm for removing persistence from archived exposures

· 0.5 FTE for DST to implement association of persistence affected images with calibration files generated in above step

Time Scales

· For Min Goals cycle 11?

· For Med Goals 2 years?

· For Max Goals After generation of object catalogs in the archive

3.10 Quality Information Enhancement

Assumptions

The results of the PROMPT working Group need to be known before any implementation may proceed.

Required Decisions

Min and Max Goals

Minimum Goal: Provide stored quality information to the user.  By default the quality information will be provided.  The user will not need to request it.

Maximum Goal: Provide stored quality information, with interpretation, to the user.

Implementation Plan

Quality information already resides in the archive.  Software to read and present this information to the user already exists.  For the minimum goal, it should be a simple matter to change the display to quality information from optional to required.  This MAY require a change in one or more of the Starview screens, which would increase the resources needed to accomplish the goal.

To accomplish the maximum goal, rules on how to interpret the quality information need to be defined.  Some interpretations will require the software to access more than just the existing Quality information.  

Required Resources

For Min Goals:

· A developer experienced with DADS and Starview.

· A tester.

For Max Goals:

· Personnel with experience in combining science and engineering keywords in order to place a quality estimate on science data.  These people will define the interpretation rules.

· A developer to write the code.

· A tester to test the code.

Possibly a user, early in the process, to help define the best to present the information to the users.

Time Scales

· For Min Goals:  two months

· For Max Goals: one to two years

3.11 Customized Reprocessing

Assumptions

Adding user-selectable processing options to StarView retrieval screens gives users access to only those processing options that are already available and built into the various HST instrument processing pipelines (calxxx routines). Furthermore, the only types of options can that be enabled via this interface are those that do not require interactive input or guidance from the user, nor can the user provide any type of input data file.

Required Decisions

A decision must be made as to whether or not any particular processing option in a pipeline should be made available via OTFR processing and retrieval methods. Options that significantly increase the required processing time or require iterative settings of options to achieve optimum results, for example, may be best left to the individual user to perform on their own.

Min and Max Goals

The range of goals for this particular project is quite narrow, because implementing the necessary mechanism for any processing option essentially meets the needs for access to all options.  The goal is to implement the ability for allowing users to set all available pipeline options that meet the assumptions stated above.

Implementation Plan

This work is already planned as a follow-on to the basic DADS redesign that is currently in progress. The enhancements listed below will be implemented after basic functionality of the new system has been finished.

Necessary steps in DADS distribution:

1. Modify the distribution DTD by adding to OTFR processing options the ability to specify lists of "keyword = value" items, attaching them either globally or to specific rootnames.

2. Modify the XML parser to pick up these lists as part of the OTFR processing options.

3. Modify the transaction generator to pass these lists along to the OTFR transactions that are generated.

4. Modify the OTFR transaction and the OTFR message format to include these "keyword = value" lists.

Necessary steps in OTFR processing:

1. Modify OTFR processing to accept "keyword = value" lists and give them to the appropriate calibration software step (which could be done via the command line).

Required Resources


DADS: 1 FTE month for coding and unit testing


OTFR: 1 FTE month for coding and unit testing


Combined system: 1 FTE month for testing


Total: 3 FTE months

Time Scales

Expect that work can begin in late 2002, around Oct. 1. Operational implementation would then occur in early 2003.

3.12 Spectral Data Cubes

Assumptions

The paucity of spatial information in an FOS or STIS spectral data set that could be used to empirically align and combine separate observations makes it essential that the data headers contain accurate spatial information.  This could be either accurate WCS information (another SHARE task listed at higher priority), or accurate relative spatial information as given by POS TARG or Pattern_Type keywords in the data header. The implementation plan described below assumes that the data headers contain accurate spatial information in one of these two categories.

A well planned STIS observation that is intended to produce a spatial map using the CCD will include dithers along the slit (to aid in CR and hot-pixel removal) as well as dithers perpendicular to the slit to carry out the second dimension of the spatial map. We assume that the dithers along the slit would be combined using procedures developed above (see Combining Spectra) before being assembled into a data cube as described in this section.

Required Decisions

1. Confirm community interest before implementing this capability. We listed this at low priority among the SHARE tasks. Before investing substantial resources, we should be satisfied that this would benefit a signficant number of users. (First step: see how many STIS observations have employed the       Pattern_Type=STIS-PERP-TO-SLIT.)

2. Explore ST/ECF interest in carrying out some fraction of the work described here.

Min and Max Goals

Minimum Goal: Produce data cubes for STIS observations that were intended to produce a spatial map of some area of the sky.  Usually such observations would have used the Pattern_Type=STIS-PERP-TO-SLIT; other candidates would be exposures with a POS TARG that has a non-zero X coordinate offset. To implement this minimum goal, only accurate relative spatial information need be present in the data headers.  Accurate absolute WCS solutions are not required.

Maximum Goal: Produce data cubes for arbitrary combinations of observations which lie in close spatial proximity, even if obtained with different instruments at different times. (Example: FOS and FOC observations of the nucleus of M87 were obtained in several repeated visits over several years.)

Implementation Plan

If accurate spatial information can be found in the data headers, then implementing this task is actually not too difficult.  Steps include:

1. Confirm community interest and the size of the benefit.  This would include

· database search to see how many observations use     Pattern_Type=PERP-TO-SLIT or POS TARG |X|>0.0,Y

· presentation to/approval by the STUC, or confirmation via a survey

2. Identify suitable data sets. Determine if this can be done automatically using the current archive catalog, or whether special catalogs of qualifying data sets would need to be created.

3. Develop prototype software to test algorithms and procedures.  To evaluate success, compare the output to published results, and/or consult with the PI of the original observation used for the test.

4. Proceed with full implementation:

· Develop requirements document. Include algorithmic description and prototype software.

· Programming team develops required software and interfaces.

· Archive team develops data set selection method

· Test

· Document (external, for user support; internal, for maintenance).

· Deploy

Required Resources 

For Min Goals:

1. Would require about 0.5 FTE-week for a scientist, plus 0.5 FTE-week for a DA

2. Would require about 1 FTE-week for a scientist, plus 1 FTE-week for a DA

3. Would require about 1 FTE-month for a scientist, 1 FTE-month of a DA, and 1 FTE-month of a programmer (could be a scientist, DA, or s/w engineer)

4. Requirements document: 1 FTE-month for a scientist

· Programming: 1 FTE month for a programmer

· Archive work: 1 FTE month

· Interfaces: 1 FTE month

· Testing: 1 FTE month divided among a scientist and DA

· Document: external, 1 FTE month for a scientist

· internal, 1 FTE month for a programmer

· Install and deploy: 1 FTE month

Total: 12 FTE-months

For Max Goals:

This would start with the same baseline as above, but probably take an extra 3-4 FTE-months in the development and implementation phase to figure out how best to combine incommensurate data sets.

Time Scales
For Min Goals:

· Steps 1 & 2 could be done concurrently.  Timescale here possbily constrained by STUC schedule.  Allow 3 months.

· Given typical multitasking in groups, step 3 would require 3-6 months.

· Again, allowing for multitasking and software test/install schedules, step 4 would probably require min 6, max 12 months.


Total: 12-18 months

For Max Goals:

· Add ~ 6 months on to the above for the added complexity.


Total: 18-24 months

4. Summary of Required Resources and Timescales

Table 2 collects the final implementation details for each of the SHARE recommendations. Note that in the description above and in the summary below we have made a combined estimate for Source Identification and Science Catalog Generation. Some estimates are beyond the scope of our current groups’ expertise to fully ascertain, so we have left these as “TBD”. Our prior discussion, however, should serve as a basis for more realistic estimates if these tasks proceed into implementation.

Table 2. Summary of SHARE Tasks and Resource Estimates.
	Task
	Min Goals
	
	Max Goals
	

	
	FTE
	Time
	FTE
	Time

	Astrometric Improvements
	1.0
	1 yr
	3.5
	2 yrs

	Combining Images
	0.75
	1 yr
	1.75+
	2 yrs

	Source Identification & Science Catalog Generation
	2.0-2.25
	2.5-3.0
	3.0-3.75
	3-4 yrs

	Using Other Catalogs
	TBD
	TBD
	TBD
	TBD

	Customized Post-processing
	TBD
	TBD
	TBD
	TBD

	Photometric Redshifts
	1 FTE-mo.
	Few months
	0.75
	1 yr?

	Combining Spectra
	0.7
	~1 yr
	1.5
	2 yrs

	Time History Processing
	TBD
	1 yr
	TBD
	2 yrs

	Quality Info Enhancements
	0.2 
	2 mo.
	1-2
	1-2 yrs

	Customized Reprocessing
	0.25 
	0.25-0.5 yr
	0.25
	0.25-0.5 yr

	Spectral Data Cubes
	1.0
	1-1.5 yr
	1.25
	1.5-2 yr


5. Recommendations for Community Involvement

Implementing only the highest priority SHARE recommendations is clearly a multi-year effort. Priorities can change on these timescales, and so it is good to have a regular basis for evaluating users’ needs and expectations. It is also likely that new or future archival research programs and/or treasury programs will directly benefit from several of the SHARE recommendations. Here feedback from the user community is essential, and it is likely that cooperative plans for software development and implementation could be mutually beneficial. To maintain close contacts with the community throughout the implementation process, we recommend the following:

· Regularly poll the STScI instrument groups for their perceptions of users’ needs. The instrument groups often are the first indicators of community needs via help-desk questions and inquiries to the Contact Scientists.

· Keep the STUC informed with regular presentations as the recommended implementations proceed.

· Publish updates on progress in archive newsletters.

· More formal presentations at future ADASS and AAS meetings can reach a broad cross section of the community. These can also be opportunities for discussions or town meetings if these are deemed necessary.

6. Conclusions

The advent of OTFR enables a new level of added value in the science products that the Hubble Archive delivers to the scientific community. To take advantage of these new opportunities, the SHARE study group has considered a wide range of potential enhancements to the standard reprocessing applied to data retrieved from the archive. To capture as many ideas as possible, we have cast a broad net. Our highest ranking suggestions have the broad endorsement of the whole group, and they appear to accurately reflect users’ needs through our contacts with the HST instrument groups and the STUC. These highest-priority recommendations include

1. Astrometric improvements,

2. Image combination,

3. Source identification, and

4. Catalog generation.

Some of our lower-ranking suggestions may well be impractical (at present), but they should serve as an intellectual stimulus for future plans as we gain experience in enhancing the OTFR and archive systems.

Appendix A. The SHARE Charter


Study of Hubble Archive & Reprocessing Enhancements (SHARE)

Introduction:

The calibration of HST data is one of the primary areas where the STScI adds value to the Hubble science program.  The Hubble Archive has become, in itself, a major resource for the astronomical community.  The imminent operational debut of the On-the-fly Reprocessing (OTFR) system will radically change the paradigm that we have applied to the calibration and storage of HST data.  This system will open up avenues for the STScI to further enhance the scientific value and impact of the HST data sets stored in the archive. Progress in the field of astronomical surveys and catalogs has been great in the past few years and suggests possibilities for increasing the scientific scope of our archive beyond that originally envisioned when the system was designed.  This is an appropriate time for us to evaluate the scientific potential of such enhancements and develop a roadmap for implementing the most promising of them.

In the past, the requirement to store uniformly calibrated data has generally prevented adoption of algorithms requiring user input, or knowledge of the astronomical scene.  The OTFR concept removes those restrictions and could allow selection of algorithms or processing paths by the user.  Our initial pipelines dealt with only one data set at a time. Later, pre-defined associations of data sets were developed to allow processing of related data sets, such as wavelength calibration of astronomical spectra via internal calibration exposures.  The OTFR concept allows for post facto definition of associations of data, either permanent or on-the-fly.  This could allow application of simple associations to SIs for which this was not originally available (i.e. WFPC2).  This could also allow processing of larger groups of data sets to provide more scientifically valuable products, such as summed data sets or mosaics.  The archive catalog was originally conceived as simply an index into individual observations.  Already, its scientific value has been increased by incorporation of pre-view images, and we are working in the direction of seamless access to data across missions.  At this point, it would be technically feasible to extend the Hubble archive to include scientific services such as object catalogs, their generation from HST data sets, and direct cross-references to other catalogs and databases.  Many of these ideas are also under contemplation for the NGST era, and it is worth considering how the archive might smoothly evolve to provide similar services for HST, NGST, and MAST holdings.

Charter:

A cross-divisional committee is hereby established to evaluate the scientific potential of a wide variety of possible enhancements to the scientific data products provided by the STScI via the Hubble Archive and the OTFR system.  This committee will consist of members from the Hubble Division, the Archive Catalog and Data Services Division, and the Engineering and Software Services Division and the Next Generation Space Telescope Division.  The committee is encouraged to arrange participation of staff from the ECF and CADC, and should feel free to solicit contributions from others at STScI and in the astronomical community.

1. The committee is requested to evaluate and recommend general capabilities, services and enhancements to these systems.

2. The committee is requested to evaluate and recommend specific new scientific services and enhancements to these systems.  These should be augmentations with clear and substantial added benefit for the research community.

3. The committee is requested to provide a rough roadmap or order for  the implementation of the recommendations made in item 1 and 2.

4. The committee is requested to recommend a process for encouraging astronomical community participation in the development of such enhancements.

5. The committee is requested to recommend a process for regularly assessing and prioritizing enhancements of this type in the future.

The committee is encouraged to have a preliminary report by June 15, 2001 and a final report by October 15, 2001.

Committee:

The committee will be chaired by Jerry Kriss.  Jerry will also identify ECF and CADC participants.  The following have agreed to participate as members of the committee:

Jerry Kriss


gak@stsci.edu


NGST&STIS

Daryl Swade


swade@stsci.edu

ESS

Howard Bushouse

bushouse@stsci.edu

ESS/SSG

Megan Donahue

donahue@stsci.edu

ACDSD

Paolo Padovani

padovani@stsci.edu

ACDSD

Dorothy Fraquelli

fraquelli@stsci.edu

ACDSD

Tony Keyes


keyes@stsci.edu

COS

Mauro Giavalisco

mauro@stsci.edu

WFC3

Mark Dickinson

dickinson@stsci.edu

NICMOS

Anton Koekemoer

koekemoe@stsci.edu

WFPC2

Bill Sparks


sparks@stsci.edu

ACS

Gerhard Meurer

meurer@pha.jhu.edu

ACS
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