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3.
PROCEDURES

3.1

Manage System Resources
3.1.1
Manage JES2 Initiators

Monitor system performance and adjust JES2 initiators as needed to allow systems to operate smoothly and to prevent overloading the CPUs.  Use the JES2 commands manual for options.

To drain a specific initiator and free associated resources:

	$PIxx
	where xx is the initiator name


To start a specific initiator:

	$SIxx
	where xx is the initiator name


To assign the job class(es) an initiator is to process:

	$TIxx,c
	where c is the specified class(es).  (EX:$TIH1,P or $TIH1,PT for both P and T classes)


To change the Resource Affinity (RESAFF)

	$TIxx,RES=+xxxx
	to ADD a resaff

	$TIxx,RES=-xxxx
	to REMOVE a resaff


NOTE:     The JES2 initiators are modified automatically via AOS through timers found in PSC1x.OACLB.TURNOVER(AUTOCMyy) where “x” is the complex (A, B, C, E, N), and yy is the system (01,06,18,19,20,23,24,72,75).

3.1.2
Manage Tape Drives

Monitor tape drive usage across the MVS systems and allocate tape drives to systems as required to ensure a smooth job flow.

3.1.2.1

Browsing the “DRIVES” Member

The PSC1A.OACLB.TURNOVER(DRIVES) member is updated as needed by the RMS operators and contains information regarding system-ownership of tape drives.  This tool lists tape drives and systems and shows which drives are “dedicated” to their systems and which are “switchable” to other systems.  Refer to the DRIVES member as needed whenever moving tape drives between systems in an attempt to manage tape drive allocation.

3.1.2.2

Utilize MIM

Multi-Image Manager (MIM) is a software product that controls its components under the multiple systems environment.  It prevents jobs on different systems from simultaneously allocating tape drives.  It is important to use MIM commands when moving “MIM-controlled” drives between systems:

	F MIM,VARY xxx,AVL
	varies a tape drive “available” (online)

	F MIM,VARY xxx-xxx,AVL
	varies a range of drives available

	F MIM,VARY xxx,NOTAVL
	varies a tape drive “not-available” (offline)

	F MIM,VARY xxx-xxx,NOTAVL
	varies a range of drives not-available

	F MIM,FREE xxxx
	Where xxxx is SMFID (see Emergency Pre-IPL Procedures)


NOTE:  MIM is shared across all MVS & VM complexes.  A WTOR “Reply device name or cancel” can lock up MIM across ALL systems.  When varying a device online or offline through MIM, be sure you issue the command on ALL NECESSARY systems.

3.1.2.3

Move Drives Between Systems

To display the device to move:

	D U,,ALLOC,xxx,1
	where xxx is the device--MVS command

	:OU,xxx
	where xxx is the device--JCS2 command


If device is not allocated, it may be varied offline and moved to another system:

	F MIM,VARY xxx,NOTAVL
	On MVS systems where xxx is the device

	MI VARY xxx,NOTAVL
	On VM systems where xxx is the device


3.1.3
Manage Problem Resolution for Tape Drives

When a problem is reported with a tape drive, attempt to trouble-shoot the problem before calling the vendor.

1. Ensure cleanliness of the drive.  (Approx. 50% of our tape drive problems are dirt related)

2. Attempt to free a stuck tape or clear a check code using procedures found below in this chapter.

3. Perform an XOLTEC if necessary.  This may be requested by the vendor.

4. If RMS cannot fix the problem, call the vendor using the SERIAL and VENDORS CLISTs that have been set up to simplify the process.

· SERIAL:  Retrieve information about the drive (vendor, model and serial numbers, severity code) which is needed for the LTR (form IMSRMS03), MSTRLOG entry, and the problem/incident ticket.  NOTE: Silo drives do not have serial numbers.

· VENDORS:  Retrieve the vendor’s phone number and calling instructions.

· Call the vendor; describe the problem

· Fill out an LTR (form IMSRMS03)

· Open a problem/incident ticket.

· Create MSTRLOG entry 

3.1.3.1

Run XOLTEC

Follow the procedures listed below to run an XOLTEC.

3288 Round Reel Drive

1. Vary the tape drive offline.  NOTE:  Do not clean drive before first pass.

2. Have tape pool mount the XOLTEC tape on drive.

3. Issue:  S
XOLTEC

4. Issue:  F XOLTEC,xxx/JYOMT6 .A-I,R     Where xxx=tape drive unit address.

5. A WTOR may appear that reads: ‘JYO062D Reply B to Bypass, R to Retry, P to Proceed (*IQ*).  The correct response is “P”.

6. Reply:  Y
To the ‘Test to be proceeded?’ WTOR.

7. Reply:  xxFON/FON    To the ‘Reply permitter and your name’ WTOR.

View sysout of job.  Each task A through I and R should start and terminate.  The job will swap out after task R terminates.  The message ENTER MODIFY COMMAND (*ID) will appear in the system log when the job goes into DLW status.

· Issue:  F XOLTEC,END

View the JESLOG of job.  An asterisk by a task ID signifies that an error has occurred.  NOTE: JYOMT6 will produce an error if the XOLTEC tape was not mounted prior to replying to the first WTOR to proceed.

· If errors occur, request that Tape Pool clean the drive.

· Run XOLTEC a second time.

· If errors continue to occur, fill out an LTR (form IMSRMS03) and follow Vendor Notification procedures.

5490 Cartridge Drive

Follow the same procedures outlined in 3288 Round Reel Drive except for number 4.  Modify as follows:

· Issue:  F XOLTEC,xxx/JYOCT0.A-I/EX=(EDRC)

9310 Silo Drives

See 3.1.4.1 Run POST job.
3.1.4
Manage LSMs/SILOs

3.1.4.1

Run POST Job

POST provides Operations with a test that will verify that an STK device is operational and ready for use.  It can be used on the STK 4480 cartridge subsystem.  POST can be ran whenever an STK technician requests to run it.  It is used when a STK device receives a datacheck, I/O error, or swap(DDR).  The operator will initiate the job from the system that the error first occurred on.

1. Vary the drive offline.

2. Start POST by issuing S POST,U=xxx (devaddr), V=xxxxxx (volser RNPST5 or RNPST6).

3. Vary the drive online to allow for the RNPSTX tape to run.

4. After you receive the mount message vary the drive offline so that no other jobs can allocate the drive.

5. After the POST job starts, you will receive the following system response.  Check the system log to view the following messages.  YOU ONLY SEE THESE MESSAGES IN THE SYSTEM LOG!

POST PSTCCE00 START POST CONTROL CARD EDITOR
POST PSTCCE22 ACTIVE CONTROL CARDS --

POST (01 WRCART, NPASS=3)

POST PSTCCE27 NO ALTERNATE CONTROL CARDS SAVED

POST nn POSTCCE23 CHANGE CONTROL CARDS -- E OR P OR Y OR N

6. After checking the system log, respond to the WTOR’s as follows:
A)  If ‘ACTIVE CONTROL CARDS’ shows ‘01 WRCART,NPASS=3’, reply NO to the WTOR, skip B and go on to item 7.  This is the default.
B)  If ‘ACTIVE CONTROL CARDS’ shows anything other than ‘01 WRCART,NPASS=3’, you will need to change the active control cards.  To change the active control cards, reply YES to the WTOR.
SYSTEM RESPONSE:  ‘POST nn PSTCCE24 ENTER CONTROL CARD 01 OR END’

OPERATOR RESPONSE:  ‘XX,WRCART,NPASS=3’

SYSTEM RESPONSE:  ‘POST nn PSTCCE24 ENTER CONTROL CARD 02 OR END’

OPERATOR RESPONSE:  ‘XX,END”

7. As the POST job requires a NL tape, MVS will prompt you with the normal NL/BLP WTOR.  Answer the WTOR with the volser (RNPSTx).
8. POST should take about 15 minutes to complete.  When POST completes, retrieve the printout or view output and check for compare errors, sequence errors, permanent read errors, permanent write errors, plus the return code.  If any errors occur in these areas, STK will need to be contacted.
9. To determine the return code, look at the last page of the output to check the following.
Return code 00 - Indicates a normal end.  Vary the drive online for use.
Return code 04 - Indicates one or more temporary errors.  Clean the drive and rerun the POST.
Return code 08 - Indicates one or more permanent errors.  Leave the drive offline, create an LTR and notify STK.
Return code 12 - Indicates an abnormal end (Operator error).  Rerun the POST job.
10. Once POST runs clean, vary the drive back online.
3.1.4.2

Start PM2 by Request of STK

PM2 is STK’s version of EROPT.  It creates a report from logrec for STK device errors.

To start PM2 on a specific system:


S STKSA19 for SA19


S STK241A for 241A


S STK231A for 231A

The PM2 started task will end on its own.

3.1.4.3

Recycle HSC(SLS)

On the silos for Chevron HSC is known as SLS.  To bring HSC(SLS) down, perform the following in this order:


P  HSC(SLS)

and ensure HSC(SLS)  is completely down before restarting.


S  HSC(SLS)

HSC(SLS)  is considered completely up when message:







“HSC(SLS)  Service Level Full Initialization Complete” is received.

Note:  Only start HSC(SLS)  on ONE system at a time.

3.1.4.4

Recycle HSC(SLS) (& related STC’s) during an IPL

To bring HSC(SLS), etc. down, perform the following in this order:

	P  HSC(SLS)
	to bring down HSC(SLS)

	F  MIM,SHUTDOWN FREE
	to bring down MIM

	
	


To bring HSC(SLS), etc. up, perform the following in this order:

	S  MIM
	to start MIM.

	S  HSC(SLS)
	to start HSC(SLS)  after verifying that MIM is initialized

	
	


Note:  Only start HSC(SLS)  on ONE system at a time.

3.1.4.5  
Resolution For HSC(SLS) Mounting Wrong Scratches

If the system is calling for scratch tapes other than the correct system, you must query HSC(SLS) to see if the User Exit 01 and 02 are active.  The query command is the same for 01 and 02.  See example for 01 below:


F HSC,UEXIT 01,QUERY

If it is active you should see the following message:


|SLS0000I UEXIT 01,QUERY


|SLS10281 User Exit status: 903


    EXIT STATUS  LOAD-TIMESTAMP   MODNAME  SEQ # STATUS-CHANGED


    UX01 ACTIVE  1999-10-09  19:40:37  SLSUX01  00001 1999-10-09  19:40:37


|SLS1026I QUERY of EXIT successful

If it is not active you will see this message:


|SLS0000I UEXIT 01,QUERY


|SLS10281 User Exit Status:  903


    EXIT STATUS  LOAD-TIMESTAMP   MODNAME  SEQ # STATUS-CHANGED


    UX01 ABENDED  1999-10-09  19:40:37  SLSUX01  00001 1999-109-09  19:40:37


|SLS1026I QUERY of EXIT successful

If the exit is abended, the command to reload the exit is as follows:


F HSC,UEXIT 01,LOAD

After you issue the Load command, query the exit again to ensure the exit is active.

3.1.4.6  
Troubleshoot LSM Problems

NOTE:  Before attempting to open a LSM for cartridge/hardware resolution call the STK dispatch center.  These procedures are only to help us execute instructions given by the STK dispatch technicians.  DO NOT go into manual mode or open the LSM unless instructed to do so.

For “LSM” problems, use the troubleshooting diagram located in the HSC(SLS) vendor manual under “Problem Solving Strategy.”  The following work instructions are procedures for troubleshooting a problem with an LSM tape drive (TRANSPORT).

3.1.4.6.1 Resetting or Reinitializing a LSM

Opening and closing the LAD causes an automatic reset of the LSM.  If there is no need to open the LSM and you want to reset the LSM, opening and closing the LAD is all that is necessary.

3.1.4.7  
Entering/Ejecting Cartridges Into the LSM through the CAP

To make a CAP available to the operator for entering cartridges into the LSM, use the Enter command. The LSM must be in automatic mode.  The CAP must be in manual mode, which means that it is locked when not in use.

Issue: F HSC(SLS), ENTER AAL:CC for the capid,  AAL being the lsm-id and CC  the CAP, either 00 for right hand CAP,01 for left hand CAP and 02 for the PCAP .  The ‘ENTER’ indicator on the CAP panel illuminates when the CAP is allocated for the enter option. HSC(SLS) will give a message that the cap is open for entering when unlocked. The ‘LOCKED’ indicator must go off and “ENTER” indicator must come on before opening the CAP. When the CAP unlocks, open the CAP by depressing the CAP latch. Place the cartridges into the CAP cells. Do not skip any cells in a given row. Load from top to bottom. Cartridges placed after an empty cell are not entered.  The leader block and file protect switch  should be facing away from you when entered, and the label on the left. Close the cap.   The  “LOCKED” indicator will illuminate. The robot will scan the CAP and store all cartridges with readable labels inside the LSM. The CAP unlocks and the “ENTER” indicator illuminates. This makes CAP available for another enter operation. To discontinue this operation, Issue the DRAin command at the console.  F HCS(SLS), DRA AAL:CC. The cap will go back to the “LOCKED” status, unless the drain fails.  If the DRAin fails with CAP busy message, issue the RELease command as follows:  F HSC(SLS), REL AAL:CC.  You will receive a WTOR to confirm.  Reply yes.

The PCAP stays in “automatic mode” which means it stays in the “ENTER” mode until loaded, after CAP door is closed it changes to the “LOCKED” status until cartridges are scanned  and stored in the LSM. Then it returns to “ENTER” status.

The Eject command allows you to specify one or more CAPs and eject up to 9999 cartridges.  Issue F HSC(SLS), EJect vol-list(one or more volumes) cap-list(one or more CAPs specified).

Once the command is issued the “EJECT” indicator illuminates, and the robot fills the CAP.  HSC(SLS)  issues the message to empty the CAPid. The “LOCKED” indicator goes off.  Open the CAP and remove cartridges. Close the CAP.  If additional cartridges are to be ejected, the robot will resume filling the CAP.  The eject operation will terminate automatically when all specified cartridges have been processed.

3.1.4.7.1 MANUAL MODE Processing

3.1.4.7.1.1  
Determine That the LSM is Not in Automatic Mode

Display the LSM status by issuing F HSC(SLS), D LSM xxx-xxx, which will display automatic/manual mode status.

3.1.4.7.1.2  
Placing the LSM in Manual Mode

!! DO NOT place an LSM in manual mode unless Storage Admin. is notified.

Place the LSM in manual mode by issuing the following command at the console.  (Vary drives offline through MIM for manual LSM’s before modifying offline through HSC(SLS)  for non HSM ACS’s) per Storage Admin.

F HSC(SLS),MODify LSM xxx OFFLINE



or

F HSC(SLS),MODify LSM xxx OFF FORCE


to bring out immediately

NOTE:  It is IMPORTANT that you use the MODify LSM OFFLINE and do not use VARY LSM offline through HSC(SLS).

This will bring the LSM offline.  When the LSM is offline, the following message is displayed on the console:

 ... LSM AAL:CC now offline.  The LSM will remain in manual mode until a F HSC(SLS),MODify xxx online is issued and completed.  Verify the LSM is offline by displaying the status of the LSM:

F HSC(SLS),D LSM xxx
Note: Placing the LSM offline does not cause the cartridge drives (CD’s) in the affected LSM to become offline.

3.1.4.7.1.3  
Entering the LSM

CAUTION:

1) Do not enter the LSM until you are thoroughly familiar with this procedure.

2) Do not enter the LSM without informing someone in the immediate area.

3) NEVER shut the LSM door when leaving without first making sure the LSM is unoccupied. Look around the inside of the LSM, and then ask in a loud voice if anyone is inside.

4) When you begin the procedure to enter the LSM, the small LED warning sign next to the (Lock Access Door) LAD displays the words DO NOT OPEN.  After modifying the LSM offline to all host CPU’s ,  the warning display turns off and the robot stops.  This finishes all outstanding library requests.

5) Open the LAD by pushing the top of the LAD latch, lifting from the bottom then turning.  This will expose the door lock.  Opening the LAD activates a switch,automatically causing a software interrupt and stopping the robot.

6) Insert the key (located in the RMS lock-box) and unlock the access door.

7) Pull the paddle handle (access door latch) to activate the opening mechanism and open the access door.

At this time several things happen.

a. The locking pins activate the Door-Seated (ajar) switch .

b. After 2 degrees of door rotation, power to the robot is turned off.

c. Two serial interlock switches are deactivated in the circuit that powers the robot rotation.

d. The Door Has-Been-Open (HBO) switch is activated, causing an interrupt to software.

e. The Safety Sign switch activates the DO NOT ENTER sign inside the library.

8) Return the key lock to the LOCKED POSITION, remove the key and close the LAD.  This causes the sign inside the LSM to display SAFE TO ENTER, turns on the lights inside the LSM, jams the locking pins outward to prevent anyone from closing the door, and activates safety switches.

9) Hold onto the key (put the key in your pocket).  This will prevent anyone from closing the door while you are inside, and enter the LSM.

3.1.4.7.1.4  
Moving the robot

If vertical movement of the robot is necessary:

1.
Gently pull down or push up by placing your hand under the Z arm.

2.
Make sure your hand is placed at a point where none of the electrical components are exposed. Use extreme caution.

If lateral movement of the robot is necessary:

1. Gently push or pull by placing your hand above the calibration assembly.

2. Make sure your hand is placed at the point where the arm joins the Z channel.

3. If you meet resistance when pushing or pulling the robot, do not force the robot; the arm probably encountered a stopping mechanism.  Move the robot in the opposite direction.

4. The robots arm should never be moved in the same direction more than 180 degrees without being returned to its original position.  Do not pass the access door.  The robot contains a braking assembly which prevents continuous rotation.

(Example:  If the arm needs to be moved 60 degrees clockwise, it should be returned to its original position by moving the arm 60 degrees counterclockwise.  Do not pass the access door.)

3.1.4.7.1.5  
Removing a cartridge from the robot fingers

1) Move the robot vertically using the wrist stop until the robot is waist high.

2) Extend the gripper by grasping the cartridge and gently pulling until the gripper is fully extended.

3) Gently squeeze the back of the top and bottom fingers until the tension on the cartridge is removed.

4) Remove the cartridge and release the pressure applied to the fingers.

WARNING:  Be extremely careful when removing a cartridge from the robot fingers (gripper assembly). Perform procedures exactly to avoid damaging the equipment.

3.1.4.7.1.6  
Locating a cartridge in the LSM

The cartridge VOLSER and cell location are provided in a console message, also the address of the transport allocated for the mount.  Before entering the LSM write down the Volser, cell location, and transport address.

The format of the cell location is:



AAL:PP:RR:CC

where 
AAL is a hexadecimal number designating an LSM.










PP is a decimal number designating an LSM panel.










RR is a decimal number designating a row in the panel.










CC is a decimal number designating a column in the row.

3.1.4.7.1.7  
Manually mounting a cartridge

Normal manual mode processing requires the operator to respond to a highlighted manual mount message.

We should proceed with the manual mount, without responding to the manual mount message.

To do this:

1) Enter the LSM (only if you’re are familiar with the procedures).

2) Locate the cartridge using the information provided by the transport display, and remove it from the cell location.

3) Inspect the cartridge for damage.

4) Insert the cartridge into the transport.

Warning:  Keep finger out of the transport when mounting a cartridge; the elevator closes automatically.

Note:  If the transport does not load the cartridge, leave the cartridge mounted and press the “REWIND” switch to activate the transport.

*The MNTD Mount is set to Reply; HSC(SLS)  recognizes the cartridge is mounted, and the status of the cartridge is changed to “on drive” in the control data set and a message is issued to inform the operator.  If a dismount message is later issued, the mount message is DOMed (which means: no operator response is required - message will scroll off).

Note:  You can use the display MNTD command to display the current Mount setting.

If for some reason you go into Automatic mode before dismounting a tape from a job that was running during manual mode, make note of the drive and tape.  Watch the job to ensure the tape dismounts.  If the tape does not dismount, issue a manual Dismount, without specifying a volser:

F  HSC(SLS),DISM,xxx
where xxx is the device address.  Then reply E to the wtor.  The cartridge will be dismounted and ejected or you can wait for the next mount request for the transport containing the volume to be dismounted.  When the robot discovers the volume mounted in the transport, the HSC(SLS)  issues a wtor.  Reply E to dismount the tape.

This is if instructed to go into manual mode.  NEVER go into manual mode unless instructed!

NOTIFY Storage Admin. after going into manual mode.  They need to execute an audit on the affected LSM.

3.1.4.7.1.8  
Manually dismounting a cartridge

Jobs that are running when an LSM is modified offline continue without interruption.  As the jobs complete, manual dismount requests are issued for cartridges that were mounted by the robot before the LSM was modified offline.  There could also be a dismount request for a volume that was manually mounted by the operator and the MNTD Mount parameter is set to Reply or Delete.
Normal HSC(SLS) manual mode processing deletes a volume from the CDS (control data set) when the dismount message is displayed.  This is when the MNTD Dismount is set to Auto (the default).  The HSC(SLS)  considers the dismount complete; it cannot be displayed as an outstanding request.  This type of processing assumes the operator manually dismounts the cartridge and removes it from the LSM.  Caution: Any time a cartridge is manually dismounted it must be removed from the LSM.

After the system has finished processing a manually mounted cartridge, the HSC(SLS)  issues a dismount message identifying the transport address and the VOLSER of the cartridge to be dismounted.  The message does not require an operator response.

Do the following:

1) Enter the LSM and go to the appropriate transport.

2) Dismount the cartridge from the transport and exit the LSM.

3) Store the cartridge outside the LSM.

Cartridges that are removed must be reentered (after the LSM is modified online) through the PCAP.

3.1.4.7.1.9  
Returning The LSM Back To Automatic Mode

Exiting the LSM

Before you leave the LSM check and make sure there are no tools, foreign objects or any cartridges outside the storage cells.  Insert key into the LAD; shut the door; turn the key to lock the door; remove the key, and close the LAD.  The LSM will perform a “Quick Initialization”.  This will take 60-90 seconds to complete.  The overhead lights inside the LSM will be flashing during the initialization.  Do not modify online until the initialization is complete.  The orange offline status light should turn off during initialization and turn back on after complete.

Placing the LSM in Automatic Mode

Place the LSM in automatic mode by issuing the following command at the console:

F  HSC(SLS),MODify  LSM lsmid ONLINE
You should see the
...LSM  AAL:CC NOW ONLINE  message, where AAL is the LSM# and CC is the capid.  (Do not vary the LSM online).

3.1.4.7.1.10 Handling Outstanding manual mount/dismount messages

If there were no responses made to a manual mount message, and no tape mounted, the mounts will be automated after modifying the LSM online.  Dismount requests may be received before and after the LSM is placed in automatic mode.  If manually mounted volumes are deleted from the CDS at mount time, the HSC(SLS)  requires operator assistance to semi-automate the dismounts.  Issue F  HSC(SLS), DISM, xxx

where xxx is the device address.
Do not specify a volser.  Then reply E to the WTOR.  The cartridge will be dismounted and ejected or wait for the next mount request for the transport containing the volume to be dismounted.  When the robot discovers the volume  mounted in the transport, the HSC(SLS) issues a WTOR.  Reply E to dismount the volume and eject it from the LSM.  Dismounts requested after the LSM is online cause the HSC(SLS)  to issue a WTOR also.  Reply E to dismount the volume and eject it from the LSM.

After modifying the LSM online, the cartridges that were removed from the LSM during manual mode operations can be reentered through the CAP.

3.1.4.7.2 Entering the LSM while in Automatic Mode

It is possible to go into an LSM without going into manual mode, but only if instructed by STK or Storage Admin.  This may need to be done for a variety of reasons: tape stuck in the robot’s hand, or stuck in a tape drive, broken leader block.  Use the same procedures for entering the LSM in manual mode, with one exception - the LAD “Do Not Enter” warning light will not go off until the LAD switch/latch is opened.  This is because the LSM stays online during this procedure and is not “modified” offline.  Refer to the “Entering the LSM” procedures above, while taking into consideration the following:

· Make sure there is no activity in the LSM you are entering.
· Look for the green LSM ACTIVE light (between the green ONLINE and PROC ACTIVE lights).  This light comes on only when the robot is moving.  When the LSM door is opened while the robot is idle, the LSM pauses and mounts queue up.  Therefore, perform this procedure for short periods of time only! and make sure the LSM ACTIVE light is NOT lit.
· DO NOT remove tapes from the LSM during this process, as they will not be deleted from the CDS and the LSM/HSC(SLS)  will not know a tape has been removed.  If a tape is stuck in the robot’s hand or tape drive and is removed from its original spot, place it in the playground area.  After exiting from the LSM, the robot will perform diagnostics and will retrieve the tape from the playground area.

· Refer to the “Returning the LSM Back to Automatic Mode” procedures for detailed instructions on exiting the LSM.

3.1.4.7.3 Using the View Command to troubleshoot problems.

If video monitors are attached to the LSM, the VIew command enables the operator to visually inspect internal components of the LSM, using the robot’s cameras.  The RMS monitors are located in the Control Center on the wall to the left of the managers offices.

Note:  The VIew command requires exclusive use of the robot.  This command impacts library performance because the robot is not available for other work while it is viewing a component.  An SMF record is written each time the VIew command is issued to document robot activity.

The following components can be viewed:  CAP cells, cartridge storage and diagnostic cells, drives, playground cells, PTP cells.  An HSC(SLS)  message is displayed on the system console when the robot is in position to view the specified component.  The message remains highlighted until either the time interval expires, or the operator responds to the message.

3.1.4.7.4 Recovering Errant Cartridges

A cartridge becomes errant when the HSC(SLS)  is uncertain of the location of a volume in the LSM.  Conditions that cause a cartridge to be errant are:

a) An operator varies an LSM offline using a Force option.

b) The volume is not located in the cell location specified in the CDS.

c) Unrecoverable errors in the LSM or LMU.

Errant volume recovery is normally automatic, but if the cartridge cannot be located, the operator receives a WTOR to respond Eject or Ignore.  Respond Eject if the tape is not in the library and it will be deleted from the CDS, or Ignore if unsure where the cartridge is.  The tape will stay in errant status until HSC(SLS)  finds it and changes status.  An audit trail is maintained if needed to manually locate the cartridge.  If “errant recovery” cannot locate a cartridge because it is on a transport, a different WTOR will be generated.  Use the view command to inspect the transport in the message.  If the volser is on transport, issue an MVS unload for the transport and reply R to the WTOR.  The cartridge will be removed from errant status.

3.1.4.7.5 Unselecting A Cartridge From the LSM

This procedure is for all systems except Centrobe and Chevron.  For Procedures for unselecting a cartridge from a Centrobe or Chevron LSM see Resource Management Account Specific WPM (IPSRMSD0).

1. Locate the job ‘UNSELECT’ in PSC1x.OACLB.JCLLIB.

2. This job must run on the same system that has selected the volume.  To find which system owns the volume issue:  F HSC,D V xxxxxx DETAIL where xxxxxx=volser

3. To ensure that the volume is not on a transport issue:  F HSC,D DRIVES
4. To ensure that there are no requests queued issue:  F HSC,D REQUESTS
5. If volume is not on a transport, and no requests are queued, execute the UNSELECT job to unselect the volume.  Otherwise call the on-call storage administrator.

3.1.4.8 Dual LMU Configuration(Automatic LMU Switch)

A dual LMU option is available to minimize control path downtime by allowing an automatic LMU switch to the standby LMU in the case of a master LMU failure.  The HSC(SLS)  is informed and notifies the operator of the switch.  Outstanding requests are redriven and all future LMU requests are sent to the new master LMU.  Once the failed LMU is repaired and powered on, it becomes the standby LMU.

3.1.4.9 Operator Initiated LMU Switch

An operator Switch command is provided for those occasions when it becomes necessary or desirable, to dynamically switch to a standby LMU.  Except for executing this command, no manual operator intervention is required.  The operator issues the Switch command, and the standby LMU takes over as the master LMU after instructing the old master LMU to initiate IPL.  If the old master LMU re-IPL’s successfully, it comes up as the standby LMU. The operator initiated Switch command can be issued, after all online stations become incapable of communication, or while online stations remain capable of communication with the master LMU.  Before you initiate an LMU switch while stations are communicating, determine if the need to switch LMU’s is immediate, or if processing can be completed prior to making the switch.  If the need to switch LMU’s is not critical, wait until the LSM’s are relatively idle.  Initiate an LMU switch by issuing the following command:  F HSC(SLS),SWITCH ACS acs-id.  The command is routed through the standby LMU to the disconnected master LMU, causing it to IPL.  The following sequence of events occurs.

1. The HSC(SLS)  issues the message:  ACS AA: Switch initiated, expect notification in 20 seconds.  This message will be illuminated in red. 

2. The standby LMU becomes the master LMU (“MASTER” indicator illuminates)

3. Online LSM’s perform quick-init.

4. As each LSM becomes ready, the HSC(SLS)  issues the message:  ACS AA LSM L Ready; Temp Outage Queue will be re-driven.  Don’t worry about the LMU I/O error that follows this message.

5. If the old master LMU completes IPL successfully, it becomes the standby LMU.

If the Switch command is issued while processing is active, cartridges may be in-transit in various LSM’s.  Recovery procedures occur automatically.  Upon receiving the LMU Ready signal, the HSC(SLS)  waits for the LSM’s to complete a quick-init and then re-drives the request building up on the Temp Outage Queue.

3.1.5
Manage CA-1

CA-1 (a tape management facility) is automatically  brought into the system at IPL time via a started task named TMSINIT.   CA-1 will be activated as soon as “U” is replied  to the WTOR reading:

NNN IEFTMS0 REPLY ‘U’ FOR CA-1 VERSION-5.2 INITIALIZATION OR ‘HELP’.

The only time this WTOR will be replied to differently is at the request of the MVS Software group or the DASD Group.  Note:  CA-1 is not a running started task and cannot be viewed in SAM or displayed via the ‘D A’ command.

The only time CA-1 should be deactivated is at the request of  the MVS Software group or the DASD Group.  It is NOT brought out prior to an IPL or Hotstart!

To bring down CA-1(if requested by MVS Software or DASD Group):

1. Submit the TMSINIT started task (S TMSINIT).

2. Reply “EDSMASTR” to the WTOR reading:

NNN IEFTMS0 REPLY ‘U’ FOR CA-1 VERSION-5.2 INITIALIZATION OR ‘HELP’

To restart CA-1(if requested by MVS Software or DASD Group):

1. Submit the TMSINIT started task (S TMSINIT).

2. Reply “U”  to the WTOR reading:

NNN IEFTMS0 REPLY ‘U’ FOR CA-1 VERSION-5.2 INITIALIZATION OR ‘HELP’.

3.1.6
Manage CA7NCF

If batch execution reports that CA7 on a complex is not communicating with CA7 on another complex, perform the following steps:

1. Verify that CA7NCF is active on both complexes. For each complex, CA7NCF runs on the same system that CA7ONL runs on.

2. View the CA7NCF JES2 JOB LOGs on each system to obtain the applid’s. (AFFCA7xN). 

3. From one of the affected systems running the CA7NCF application, issue the command:“F CA7NCF,STATUS”.  Check the system log for results of this command.  The applid AFFCA7xN should be active.  If it is inactive issue “F CA7NCF,LOGON AFFCA7xN” on the same system.

4. Issue “F CA7NCF,STATUS” again from the system.  Verify the AFFCA7xN applid is active.

5. If applid is still inactive, recycle CA7NCF on the system, then check the status again.

6. If applid is still inactive, recycle CA7NCF on the other system.

3.1.7
Manage Spool

Manage JES2 spool utilization for the SMC on all systems.  AOS informs RMS of high spool utilization beginning at 80%.  Ensure that spool does not go over 85% on any system without an attempt to lower its utilization.

3.1.7.1

Manage High Spool Utilization

· Issue:  $DSPL,JOBS=X  
to evaluate jobs taking x% of spool (x=% of spool for each job displayed).  If job shows ‘***%’ it is using 10% or more of spool .

· Look for jobs that have more than 1% of spool.  If any job is currently executing with more than 1%, check the JESLOG of that job for ‘estimate exceeded by xxxx lines’.

· If the value is excessive, swap the job out in TSO.

· For Production jobs, have BEXEC contact responsible SE and request authorization from SE to cancel and purge job.  For Test jobs cancel the job and follow normal abend procedures.

· Check jobs that have completed with x% of spool.

· Issue  $LJxxxx,ALL   to display jobname, destination, number of records and outgroups.

· If the number of records is fairly small (approximately 50,000 or so), the job may be moved from one complex to another (ex: A-side to B-side or E-side to A-side).

· Issue  $TOJxxxx,ALL,D=SAIPC1?  Where xxxx=job number; ?=System A or B (Note the destination of the output - local, U8, U3)

· Once the job is moved to the other system, the spool should have dropped by a minimum of 1%.

· Move the output back to the original system and output destination.  (Note: LOCAL, U8, U3)

· Spool can be lowered by moving output with large track groups (TRKGP) but relatively few total records.

· During a TSO session, access the SAM utility.  Select option DQ.

· Sort by track groups in descending order:  SORT TRKGP,D.

· Check for any outgroups with a large TRKGP that are also under 50,000 lines total.

· Outgroups that meet these criteria may be moved from one complex to another and back.

· Check with the Woodland Service Delivery Center regarding jobs in R100.

· Inquire about jobs that have already printed and may be purged.

· If all other methods have failed to significantly reduce spool utilization, offloading R99 output with less than 50,000 records should improve the situation.  Refer to procedures in “Perform Offloads”.

3.1.7.2

Perform Offloads 

Run a spool offloader in the event that work instruction “Manage High Spool Utilization” does not lower the spool to an acceptable level.  Eight offloaders are defined up on each system.  Modify OFFLOADx (x=1 through 8) with the following values to offload the spool:

· Issue  $DU,OFFLOADx.  Check the status of DSN.  Catalogued?  DSN may change if already catalogued.

When a remote (e.g., R99) is specified, the 5th node should indicate the date offloaded:  Dmmddyy.

When a single job is specified, the 5th node should indicate the output creation date:  Cmmddyy.

The 4th node should contain either the range or job number.

· Example of format:  For a specific job - SYS3.SPOOL.nnnnnnnn.J1234.C112494  where nnnnnnnn=jobname.

· For a remote - SYS3.SPOOL.R99.UNDER50K.D112494.

· Modify the RETPD, UNIT, and VOLS parameters with desired values if needed.  (The VOLS value only needs to be changed when offloading a remote.  Usually to 15 or 20).

· Issue:  $TOFFLOADx,RETPD=vv,UNIT=(TAPEC,n),VOLS=nn,DSN=
to make desired changes (n=number of drives, should always be 1).

Display the offload sysout or job transmitter.

· Issue:  $DU,OFFx.ST

(used to offload output jobs)

· Issue:  $DU,OFFx.JT

(used to offload non-output jobs awaiting execution.  The job transmitter is used when offloading for a JES2 coldstart.)  

To offload R99, make changes to the following fields of the sysout transmitter:

· DISP=delete


Jobs deleted from JES spool after dumping to tape.

· OUTDISP=write

Specifies non-held output only.

· ROUTECDE=(r99)
Specifies output from R99 only.

· QUEUE=????

Specifies output classes to be dumped.  This parm only needs to be changed if you want to offload specific classes.

WS=(r,q/)


The work selection parameter is very important.  JES2 only picks up parms prior to the “/” sign.  If WS=(r/) and ROUTECDE=r99, only output from R99 will be offloaded.  Be sure to include any of the parms you are specifying values for.

· To offload a specific job, make the following changes to the sysout transmitter:

· JOBNAME=xxxxxxxx

· RANGE=(j ##)

Specify job number to prevent any like named jobs from being offloaded.

· WS=(JOBNAME,RANGE/)
Specify all other desired parameters at this point and remove all unneeded parameters (i.e. -Q,-R).

· Issue:  $TOFFx.ST,JOBNAME=xxxxxx,RANGE=(J##),WS=(JOBNAME,-Q,-R/)

Verify that all parameters are entered correctly.  Start the offloaders and transmitters.

· Issue:  $SOFFx.ST 
-
The status of the sysout transmitter should change to STARTABLE.

· Issue:  $SOFFLOADx,TYPE=TRANSMIT

When the offloader goes into an inactive state, drain the offloader.

· Issue:  $POFFx.ST

· Issue:  $POFFLOADx

Document the first volser for the DSN created.

Log the offload information in the following data sets:

· PSC1A.OACLB.TURNOVER(OFFLOADS)

· PSC1A.OACLB.TURNOVER(TURNxx)      Where xx = the day of the month

· SYS4.MORN(MSTRLOGx)                           Where x = log number 1-4/W

If any jobs at the WSDC (WOODLAND SERVICE DELIVERY CENTER) need offloading, coordinate the offload with the WSDC team leader. 

Contact the appropriate group. (e.g., PRINTER POOL or MICROGRAPHICS)

If spool is still a problem, offload everything in R99.

3.1.7.3

Perform Reloads

Manage JES2 spool utilization for the SMC on all systems.  After a job has been offloaded to tape, it may be necessary to reload it.  Reloads are usually performed when a production job that has been offloaded due to high spool utilization needs to be printed for a client.

Before attempting to reload, ensure that spool utilization is not at a critically high level.

1.
Find the offload data set name (DSN) of the job you want to reload in “PSC1A.OACLB.TURNOVER(OFFLOADS)”.  This member will provide the DSN and first VOLSER of the job to be reloaded.

2.
Change the DSN of the offloader to be used.

a.)
$TOFFLOADx,DSN=

3.
Display the sysout or job receivers by issuing the following:

a)
$DU,OFFx.SR” to display sysout receiver where “x” is 1-8

b)
$DU,OFFx.JR”  to display job receiver where “x” is 1-8  (The job receiver should be used ONLY if a 
job transmitter was used to offload data.)

4.
Modify the changes you want to make on the sysout receiver.

· If reloading all the output which was offloaded from a remote or a job was offloaded by itself, it is not necessary to make any changes to the receiver.  All of the default values, including “WS=(/)”, are fine.:

· If you are reloading a specific job which was offloaded while offloading a remote:

a)
$TOFFx.SR,JOBNAME=the job you want to reload.

b) $TOFFx.SR,WS=(JOB/)

5.
If any production job from the Woodland Service Delivery Center needs to be reloaded, coordinate with the WSDC team leader before any reloads are started.  The WSDC will make its reload request based on its client due-out requirements.

6.
Start the sysout receiver and the offloader.

a)
$SOFFx.SR  to start the sysout receiver 

- The status of the sysout receiver should change to 
STARTABLE.

b)
$SOFFLOADx,TYPE=RECEIVE  to start the offloader

c)
NOTE:  When reloading, “TYPE=RECEIVE” MUST be used.  If  “TRANSMIT” is used,  ALL data 
will be lost!

7.
Check the system log to ensure JES2 has requested a mount for the first tape.  Verify that the requested VOLSER is the same one used during the offload (see procedure #1).

8.
Display both the sysout receiver and the offloader.  Status on both should be active.

a)
$TOFFx.SR

status should be ACTIVE

b)
$TOFFLOADx
status should be ACTIVE

· If either status shows “startable” but does not change, there may be a problem with one or more of the parameters.

9.
The reload has completed when the status of the sysout receiver shows “inactive.”  Drain the sysout receiver and the offloader.

a)
$POFFx.SR

status should be DRAINED.

b)
$POFFLOADx
status should be DRAINED.

10.
Document the reload information into:

a)
PSC1A.OACLB.TURNOVER(OFFLOADS)

b)
PSC1A.OACLB.TURNOVER(TURNXX)

c)
SYS4.MORN(MSTRLOGX)

11.
Contact the appropriate group (e.g., WSDC or an SE).

Refer to the JES2 COMMANDS MANUAL for additional parameters and commands.

3.1.7.4

Offload Of Spool Volumes

During year-end, Storage Admin may set aside packs for spool.  RMS will start, drain, display, offload and reload these packs at the request of Storage Admin.  RMS may also be requested to drain a spool pack in the event of an account system migration.

$SSPL,V=xxxxxx
(where xxxxxx = volume id   ex: FM4SPA)






This will start/add a new spool volume to JES2.

$PSPL,V=xxxxxx
This will issue a drain to a spool pack and prevent any available space on the volume from 





being allocated.

$DSPL,V=xxxxxx
This will display status of the spool volume and current allocation in percentage.

$DSPL,V=xxxxxx,JOBS=n  (where n = requested display of percentage, ie. 1,2 etc.)






This will show what is currently holding over n% total spool space for specified volume.

USE THE FOLLOWING PARMS TO SET UP OFFLOAD:

OFFx.ST


outdisp=(write,hold,keep,leave)






volume=xxxxxx 




where xxxxxx = volume id






ws=(v,outd/)

3.1.8
Managing High JOES - (Job Output Elements)

JOE definition - To optimize the use of print/punch devices, JES2 groups a job's output datasets together based on similar output characteristics.  Datasets must agree on class, destination, writer name and process  mode characteristics to be grouped together.  These characteristics  are called grouping characteristics.  Each of these output groups is represented by a JOB OUTPUT ELEMENT - (JOE), which is the smallest unit of a job's output that JES2 selects for output device processing.  (Each “outgroup” takes up one JOE).

At SSMC, the following number of JOEs are defined:

SAIPC1A - 60,000

SAIPC1B - 18,000

SAIPC1C - 60,000

SAIPC1N -  9,000

SAIPC1E -  9,000

When the number of used JOES reaches the 80% level, JES2 issues the following warning message:

$HASP050 JES2 RESOURCE SHORTAGE OF JOES -  80% UTILIZATION REACHED

Every incremental increase in the utilization causes a new message to be issued - (81%,82%,83%,84%,etc) until 100% reached.  We must identify the culprit task, PRIOR to reaching 100%.

When this condition occurs, the following actions need to be taken:

1) Is the time currently 1500-1745?  If it is, use your judgment to determine if the available JOEs will last until the nightly spool purge at 1745.

2) Issue JES2 "$DOUTDEF" cmd, and record the JOEFREE figure.

OUTDEF  BRODCAST=YES,COPIES=255,DMNDSET=NO,OW03267=

NOPOST,JOENUM=60000,JOEFREE=43232,JOEWARN=80,

LOCALNUM=5000,OUTTIME=CREATE,PRTYLOW=0,

PRTYHIGH=255,PRTYOUT=NO,PRYORATE=4,SEGLIM=100,

STDFORM=STD,USERSET=NO

3) Issue JES2 "$DSPL,jobs=1" cmd.  This will show all jobs  holding more than 1% of spool.  A job holding a large amount  of spool space might be looping, and consuming all the JOES.  Look for any job with a high group figure.  If a job is holding  more than 10% of spool, three asterisks (***) will be the value.  Also look for an "ON SPINNING" status.  This task is probably the culprit.

TASKNAME EXECUTING $               PRIO  3 SYSID

USERID=TASKNAME CMDAUTH=(LOCAL) USES ****** TRACK

GROUPS - ***% OF SPOOL ON (FM4SPA,D,H,O,K,L,M,N,U,G,6,F,I,J)

TASKNAME ON SPINNING               PRIO  3 SYSID

USERID=TASKNAME CMDAUTH=(LOCAL) USES ****** TRACK

4) If "$DSPL,jobs=#" does not help, check the syslogs for each host on that particular complex, and look for the HASP375 msg.

$HASP375 TASKNAME ESTIMATED LINES/CARDS/KBYTES/PAGES EXCEEDED

5) If steps 3 and 4 do not help, get into SAM, and do a DQO WITHOUT any output filters.  Look at ALL complex output.  Look for TASK output repeated over and over again.  If the TASK name has the same TASK number, this is your culprit.

6) Swap out or cancel the task, contact the S.E., and request  permission to purge.  If you are unable to reach the S.E., and JOE utilization is nearing 100%, purge the output, we can ask questions later.

7) You may purge any old “junk” JOE’s being taken up by TSO ids, initiator and clist output, etc.


Check classes X, Y, and Z for inits, clists, tsu id’s,etc. and purge them using the following commands:



$PQ,Q=class,A=days     or     H=hours



$OQ,Q=class,A=days,CANCEL



for output on hold

3.1.9
Manage CHPIDs

CHPID Alerts
CHPIDs are the physical interface between the CPU and its I/O devices.  When there is a problem with a CHPID, a system message is sent to the operator console, and AOS MVSOPR ids.  The RMS group is responsible for taking corrective action upon receipt of CHPID alerts.  The following are examples of typical problems encountered, and troubleshooting guidelines.  As each situation is unique, additional/alternate measures may need to be taken.

Example 1:
An alert is generated for each device on the CHPID.  This means multiple alerts will be received.  In this instance, the CHPID will usually remain online.  The paths may become either “not validated” or offline.


IOS050I   CHANNEL DETECTED ERROR ON     2D4,62,**,**04


IOS050I   CHANNEL DETECTED ERROR ON     2FE,62,**,**04


IOS001E  2E4, INOPERATIVE PATH     62


IOS162A  CHPID  62 ALERT,  UNSOLICITED MALFUNCTION INTERRUPT

Example 2:

IOS202E  CHANNEL PATH  75  FORCED OFFLINE  -  DEVICE IS:  UNKNOWN


IOS202E  CHANNEL PATH  3E  FORCED OFFLINE  -  DEVICE IS:  UNKNOWN


IOS202E  CHANNEL PATH  74  FORCED OFFLINE  -  DEVICE IS:  UNKNOWN

Operator Actions:
1. Use the Display Matrix command to see if the I/O devices on the CHPID have alternate paths available.      



D  M=DEV(xxx)



where xxx=device

Note:  If the CHPID was forced offline, you will be unable to see the downstream I/O devices, because the CHPID is offline.  Obtain the CHPID map from hardware to ensure all devices are back online following corrective action.  You may need to determine the correct VOLUME status (PRIVATE/STORAGE), by using the diskmap or by comparing the VOLUME to other host on the same complex.  You may need to issue MOUNT(s) to return the VOLUME(s) to its original status.



M  xxx,VOL=(SL,xxxxxx),USE=PRIVATE/STORAGE

2. Use the Display Matrix command to see if the CHPID is still online



D  M=CHP(yy)



where yy=CHPID

3. If not online, try to config it back online



CF  CHP(xx),ONLINE

4. If online, check all devices on the CHPID and ensure no paths were lost.  If any paths are not validated (denoted by a  @  by device), vary the path online



V  PATH(xxx,yy),ONLINE

5. Check the MOC (Master Operator Console) at the CPU.  Look for any error conditions posted on the screen.

6. Call the oncall Hardware person and report the incident, actions taken, and results.  Contact the vendor if requested by Hardware.

7. Open a problem ticket and assign it to HDW.

8. Record the incident in MSTRLOG.

3.2
Perform System Maintenance

3.2.1
Weeknotes and Friday’s Weekend Maintenance Overview Meeting

Whenever possible, attend all weekend planning meetings each week to keep informed of the planned activities.  During these meetings, representatives from each work group come together to discuss the maintenance schedules.  In addition to discussions regarding hardware and software upgrades to enhance system performance, client impact and system availability are key factors in all decision processes.

Weeknotes is the script used to perform system maintenance and includes a print-out of the change tickets associated with the current maintenance schedule.  RMS performs system maintenance by following these change tickets in adherence to the guidelines documented in the Change Management Procedures Manual.  RMS generates the WEEKNOTES report and provides the weekend operations team with a copy of the final draft to prepare for weekend maintenance.  Copy #1 will be used as the Master Copy and will be retained as a Quality Record.  Any additional copies provided to the team are for reference and will be destroyed.

1. Every Thursday at 1730, job SC1AOAWT is scheduled to run on cycle SC1AOAC.  If needed, RMS operators may hold the job to allow for last minute changes to tickets that will be printed by the job.  This job produces two reports; one for PLANO Network Operation (NETOPS), and one for the SSMC RMS team.  The NETOPS report is routed to PLIPC so PLANO may prepare for Network Maintenance.  The RMS report (4 copies) is routed to destination SAIPC1A.U335 (vps printer HFFEZ24F) which is located in SSMC’s Tape Library.  Two of these copies is for RMS, one is for the Weekend Change Coordinator and one is for the Enterprise Operations Group.

2. RMS must ensure that SSMC’s report is printed successfully.  The report created on Thursday is referred to as THURSDAY’s WEEKNOTES.  If there are any problems and you cannot print at HFFEZ24F, reroute the report to destination R162 (vps printer HFFEY317) located in Tape Library.  If the output needs to be reproduced, resubmit the job (or have BEXEC perform this function).

3. The RMS team must review the scheduled changes documented in the Thursday WEEKNOTES Change Management report and agree upon a representative who will attend the Weekend Maintenance Overview meeting that occurs Fridays at 1600.  The team member representing RMS will address any discrepancies in the WEEKNOTE Change Management report and ask any questions necessary during the Friday Weekend Maintenance Overview meeting to ensure that all scheduled maintenance is clearly defined and understood.

4. Any “Scheduled Time” changes to the Change Management Report (WEEKNOTES) need to be reflected online prior to the final printing on Friday evening.  These changes should be made in PSC1A.UCG.INPUT(WEEKENDA) prior to 1800.

5. Every Friday at 1800, job SC1AOAWF is scheduled to run on cycle SC1AOAC.  If needed, RMS operators may hold the job to allow for last minute changes to tickets that will be printed by the job.  This job produces two reports; one for PLANO NETOPS, and one for RMS.  The RMS reports are spooled.  The job will produce four copies (F=190A,F=190B,F=190C,F=190D).  Output will route to U335.  Tape Library will need to change the form on printer HFFEZ24F.  If there are any problems and the output needs to be reproduced, resubmit the job or have BEXEC resubmit.

6. The RMS team member(s) responsible for coordinating system maintenance will:

· Use the timeline at the beginning of the WEEKNOTES report to assist in assigning tasks to operators, to ensure all activities will be covered.

· Make any adjustments to Copy #1 (the Master Copy) of WEEKNOTES as deemed necessary by the RMS team and the Weekend Coordinator.  (Changes may need to be made due to Emergency or Late change tickets, or when a situation arises which requires an adjustment(s) to the current schedule.)

· Use ICSRMSWJ, the Weekend Maintenance Job List Checklist, to coordinate what maintenance will or will not be performed during the weekend.*
· Assist in ensuring that all activities that occur during the change window are recorded in Master Log.

Assist in ensuring all appropriate checklists are completed and filed.

 *The ICSRMSWJ checklist was created to aid RMS in filling out Masterlog following maintenance functions.  All possible common maintenance jobs/functions are listed.  RMS operators follow the change tickets in WEEKNOTES  to perform maintenance; therefore, only jobs/functions that are required will be performed and not all blanks will necessarily be filled in.

3.2.2
Setting The Time On The Sysplex Timers

3.2.2.1

To Check Updates to Time

Click on Time from the Toolbar, then select External Time Source Results as necessary to display the date of the last time adjustment and the amount of the last adjustment.

3.2.2.2

To Move the Modem to Secondary Unit

1. Move the modem cable from the Primary ETS port to the Secondary ETS port.

2. Click on the Network Address and Unit Address Area of the Backup-Timer Unit Display 
Area.  (This is the Top bar of the bottom display area, and will read:  NETWORK 01 
UNIT 02)   to highlight the secondary unit

3. Click on the TIME in the toolbar

4. Click on External Time Source Definition and fill in the following information:

· External Time Source:  MODEM  (click on the down arrow and click on MODEM to highlight.)

· Preferred External Time Source:  X  (in the box to the right )

· Automatic Adjustment:  X  (in the box to the right )

· Dialing Sequence:  ADTD9,1-303-494-4774

· Connection Retry:  5

· Interval:  (Click on circle to the right and fill in the following information:  

Days:   30

Start Date:   mm/dd/yy   (enter the current date in this format)

Local Start Time:   09:30:00

3.2.2.3

To Adjust the Time:

· Click on TIME  (from the toolbar)

· Click on ADJUST TIME

· Click on CALCULATE

· Enter Password.  (password is OPERATOR)

· Click on OK

This will cause the Sysplex Timer to dial into the ACTS.  If the time difference is less than 5 seconds an automatic adjustment takes place at the rate of 1 second every 12 hrs.  If the time difference is greater than 5 seconds, automatic adjustment will not take place.  It must be done manually.

3.2.2.4

To Change the Offset for Daylight Savings

· Click on TIME  (from the toolbar)

Click on Configure Offsets for Daylight Saving Time

· In New Offsets Section enter the following:

Daylight Savings Time:  +01:00
(for Pacific Daylight Time)





      00:00
(for Pacific Standard Time)

· Click on Change Offsets Immediately.  An Administration Authorization box will appear:  password is ADMIN
· Click on OK to implement change.

3.2.2.5

To Check the Logs

There are 3 logs for the Sysplex timer

· Audit Log

· Event Log

· Console Audit Log

5. Click on LOGS from toolbar

6. Click on desired log.  Use the scroll bar to right of window to move to desired date/time.

7. Click on the Timer Network Window to go back to the main Sysplex Timer Network Console Window.

3.2.3
De-allocating/Allocating the Coupling Facility

3.2.3.1

De-allocating the Coupling Facility

The coupling facility MUST be de-allocated BEFORE the CF01 LPAR is de-activated.  Perform the following procedure to de-allocate the coupling facility.

Shaded areas may or may not need to be executed, read carefully.

1. $DCKPTDEF

Displays the JES2 checkpoint configuration.  If the JES2 checkpoint is allocated to the coupling facility,

 make note of the data set name in the DSNAME field for future reference.

2. $TCKPTDEF,RECONFIG=Y
(Execute only if the JES2 checkpoint is active on the coupling facility)

Moves the data set listed in the NEWCKPT1 field to the CKPT1 field.  This moves control of the JES2


checkpoint from the coupling facility to the operating system.  
A series of WTORs will be issued to verify 
that the data set in NEWCKPT1 is to be moved to CKPT1: Reply  ‘1’  to the first WTOR and reply 
‘CONT’  to the second and third WTORs.
3. $TCKPTDEF,NEWCKPT1=(STRNAME=‘jes2 checkpoint structure name’)
(Execute only if the JES2


 checkpoint is active on the coupling facility)

Points the NEWCKPT1 field to the JES2 checkpoint structure name.  Once the coupling facility is



 reactivated, the JES2 structure name can be moved into the CKPT1 field with the checkpoint reconfigure

command thus moving control of the JES2 checkpoint back to the coupling facility.  

4. D XCF,STR,STATUS=ALLOCATED and write down the structure names













STRNAME


ALLOCATION TIME  STATUS








Structure names
IXC_LIST01


03/08/1998 04:25:06 ALLOCATED  (Dates & Times may change)





IXC_LIST02


03/08/1998 04:25:04 ALLOCATED

5. D XCF,POLICY,TYPE=ALL and write down the policy name(polname)










TYPE: CFRM






















POLNAME:


CFRM1A01

















STARTED:


03/08/1998 04:25:02
(Dates & Times may change)








LAST UPDATED:
11/17/1997 13:41:22














TYPE: LOGR






















NOT SUPPORTED BY DISPLAY XCF,POLICY

6. D XCF,STRUCTURE,STRNAME=ALL
7. D XCF,PATHOUT,STRNAME=ALL

(example issued from SA19)










STRNAME

REMOTE  
PATHOUT

UNUSED


TRANSPORT





PATHOUT

SYSTEM
STATUS

PATHS

RETRY MAXMSG CLASS




IXC_LIST01


WORKING


50

150

500 DEFAULT









231A
WORKING




















241A
WORKING


















IXC_LIST02


WORKING


50

150

500 DEFAULT









231A
WORKING




















241A
WORKING

8. D XCF,PATHIN,STRNAME=ALL
(example issued from SA19)











IXC356i  23.00.21  DISPLAY XCF 945















STRNAME

REMOTE  
PATHIN

UNUSED











PATHIN

SYSTEM
STATUS

PATHS

RETRY MAXMSG CLASS




IXC_LIST01


WORKING


50

150

500 DEFAULT









231A
WORKING




















241A
WORKING


















IXC_LIST02


WORKING


50

150

500 DEFAULT









231A
WORKING




















241A
WORKING

9. ROUTE *ALL,SETXCF STOP,PATHOUT,STRNAME=(IXC_LIST01,IXC_LIST02)





This command closes OUTBOUND communication from 
the coupling facility.

10. D XCF,PATHOUT,STRNAME=ALL

















will receive message:  No signaling paths match specified criteria

11. ROUTE *ALL,SETXCF STOP,PATHIN,STRNAME=(IXC_LIST01,IXC_LIST02)






This command closes INBOUND communication from the coupling facility.

12. D XCF,PATHIN,STRNAME=ALL

















will receive message:  No signaling paths match specified criteria

13. D XCF,STR,STATUS=ALLOCATED


(Nothing should be allocated)







will receive message:  No structures match specified criteria

14. SETXCF FORCE,STRUCTURE,STRNAME=‘jes2 checkpoint structure name’
(Execute only if the JES2


 checkpoint is allocated to the coupling facility, and the checkpoint has already been moved to DASD!)
15. SETXCF STOP,POLICY,TYPE=CFRM

This should be issued only on ONE system.

16. D XCF,POLICY,TYPE=CFRM


















IXC364I 22.52.28 DISPLAY XCF 581
















TYPE:CFRM





















STOP POLICY COMPLETE
17. D CF

To get CHPID.  This must be done on each A-side system.

The sender path is the CHPID.


COUPLING FACILITY 009672.IBM.02.000000044853













PARTITION: 4 CPCID:00

















NAMED CF01

CONTROL UNIT ID:FFFC






































SENDER PATH


PHYSICAL 

LOGICAL

STATUS









0C

ONLINE

ONLINE

VALID





































COUPLING FACILITY DEVICE

SUBCHANNEL

STATUS










FFFA

3BF7

OPERATIONAL/IN USE













FFFB

3BFB

OPERATIONAL/IN USE

18. CF CHP(xx),OFFLINE


This must be done on each A-side system.  If  ‘LAST PATH TO DEVICE’ message is received, reissue the command with the UNCOND parameter.
‘CF CHP(xx),OFFLINE,UNCOND’

19. D CF
























IXL150I 22.13.04  DISPLAY CF 962
















COUPLING FACILITY 009672.IBM.02.000000044853













PARTITION: 4 CPCID:00


















CONTROL UNIT ID:FFFC

















NO COUPLING FACILITY SPACE DATA AVAILABLE


































SENDER PATH


PHYSICAL 

LOGICAL

STATUS









0C

OFFLINE

ONLINE

NOT OPERATIONAL

































NO COUPLING FACILITY SUBCHANNEL STATUS
20. D M=CHP(xx)






















IEE174I  22.17.00  DISPLAY M 821
















COUPLING FACILITY  009672.IBM.02.0000000044853












PARTITION: 4 CPCID:00


















CONTROL UNIT ID:FFFC







































SENDER PATH


PHYSICAL 

LOGICAL

STATUS









0C

OFFLINE

ONLINE

NOT OPERATIONAL



































COUPLING FACILITY DEVICE

SUBCHANNEL

STATUS










FFFA

3BF7

NOT OPERATIONAL














FFFB

3BFB

NOT OPERATIONAL
3.2.3.2

Allocating the Coupling Facility

1. CF CHP(xx),ONLINE

This must be done on each A-side system.














(SA19 CHP=0C)

(231A CHP=84)

(241A CHP=A5)

2. SETXCF START,POLICY,TYPE=CFRM,POLNAME=CFRM1A01

This command is issued on only 1 system, using the Policy name that was written down when de-allocating the coupling facility.

3. D XCF,POLICY,TYPE=CFRM


















TYPE:CFRM






















POLNAME:

CFRM1A01


















STARTED:

03/08/1998  04:25:02

(Dates & Times may change)








LAST UPDATED:
11/17/1997  13:41:22

4. ROUTE *ALL,SETXCF START,PATHIN,STRNAME=(IXC_LIST01,IXC_LIST02)





This command starts the INBOUND communications to the coupling facility for all 3 A-side systems.

5. ROUTE *ALL,SETXCF START,PATHOUT,STRNAME=(IXC_LIST01,IXC_LIST02)





This command starts the OUTBOUND communications to the coupling facility for all 3 A-side systems.

6. D XCF,PATHIN,STRNAME=ALL

















STRNAME

REMOTE  
PATHIN

UNUSED











PATHIN

SYSTEM
STATUS

PATHS

RETRY

 MAXMSG




IXC_LIST01


WORKING


50

150

500












231A
WORKING




















241A
WORKING


















IXC_LIST02


WORKING


50

150

500












231A
WORKING




















241A
WORKING

7. D XCF,PATHOUT,STRNAME=ALL














STRNAME

REMOTE  
PATHOUT

UNUSED


TRANSPORT





PATHOUT

SYSTEM
STATUS

PATHS

RETRY MAXMSG CLASS




IXC_LIST01


WORKING


50

150

500 DEFAULT









231A
WORKING




















241A
WORKING


















IXC_LIST02


WORKING


50

150

500 DEFAULT









231A
WORKING




















241A
WORKING

8. $TCKPTDEF,RECONFIG=Y
(Execute only if the JES2 checkpoint is active on the coupling facility)

Moves the structure name listed in the NEWCKPT1 field to the CKPT1 field.  This moves control of the

JES2 checkpoint from the operating system to the coupling facility.  A series of WTORs will be issued to

verify that the data set in NEWCKPT1 is to be moved to CKPT1: Reply  ‘1’  to the first WTOR and reply 
‘CONT’  to the second and third WTORs.
9. $TCKPTDEF,NEWCKPT1=(DSNAME=‘jes2 checkpoint data set name’)
(Execute only if the JES2



 checkpoint is active on the coupling facility)

Points the NEWCKPT1 field to the JES2 checkpoint structure name.  Should the coupling facility fail, the

data set listed in the DSNAME field will be automatically moved into the CKPT1 field allowing the


operating system to control the JES2 checkpoint.   

3.2.4
Maintain HDS CPU Configuration Tables

RMS is responsible for maintaining the HDS Configuration Tables (using the appropriate LPAR Information checklist ICSRMSL*) for use during POR’s, IOCDS swaps, etc.

· Whenever a change/addition is needed to the tables, RMS is notified via a change ticket from the Capacity Planning group which will be printed out in WEEKNOTES.

· Any necessary changes will be applied according to the Operators Instructions in the change ticket.

· Changes to the tables themselves (ICSRMSL*) will be applied by following the Documentation Change Control procedures.

· In some instances, the values will need to be changed by the operator(s) following a POR to allow the CPU more storage for IOCDS information.  In this case, follow the appropriate steps in “IOCDS Management” to adjust these values and also ensure the necessary Documentation Change Control procedures are performed to make the documentation reflect these changes.

3.2.5
Perform CPU Maintenance

Perform maintenance on the individual CPUs as instructed by the Change tickets (found in Weeknotes) to include:  IOCDS SLOT MAINTENANCE, IOCDS management, PORs, and time changes.  Perform IOCDS SLOT Verification on the HDS P85 every weekend prior to any system maintenance (at approximately 18:00).  This is performed to verify the correct IOCDS SLOT is staged for each system.  Perform this task by retrieving and completing checklist ICSRMSSV, and file as indicated in Appendix A - Retention Periods for Quality Records.

3.2.5.1

Logging onto the HDS/P85 CMOS CD

RMS logs on to the HDS/P85 CMOS CD (console device) to access system control panels in order to perform maintenance procedures.  RMS will log on using the ADVOPR or SYSPRO userids.  Note:  there are some commands that RMS is required to perform that the ADVOPR userid does not have authorization over.  Therefore, be advised that the SYSPRO userid is recommended.  Password for the CD is:  PASSWORD

1.
At the WELCOME panel enter the userid and password.  Click on OK
2.
At the LOGON COMPLETE window.  Click on OK

This will bring up the SVP DESKTOP along with a PROGRAM panel with a selection menu for; PANEL






















BASIC FRAME






















LPAR FRAME






















PROTECTION

Depending on what functions you will be required to perform, double click on the desired selection.  This will bring up a window with a TITLE BAR indicating selection and logon level.  I.E.; (SP) for SYSPRO, (AO) for ADVOPR.

NOTE;
You may have window sessions open for both BASIC and LPAR simultaneously.



The large buttons on the bottom of the screen are functions for the PANEL window.



DO NOT CLICK ON ‘POWER CONTROL’ BUTTONS!!  System Programmer ONLY function.

3.2.5.2

Prepare For IOCDS Slot Maintenance On The HDS P85/CMOS

When requested by the Software group, RMS operators will release Write Protect on an IOCDS config file for updating and will re-engage Write Protect once Software has completed their updates.

(All commands entered from the SVP DESKTOP on the HDS/P85 CMOS CD)

1. Go into BASIC FRAME



Gives access to  the  System Index screen (INDEX)

2. enter  CF






To select Configuration Index frame (CONFIG)

3. enter  A







To select System Configuration frame (SYSCNF)

4. From Config File Alteration


a)
enter  S






To put in config file be altered (next available one)


b)
enter desired config file


As provided by MVS Software.


c)
enter  F0





F - Alter Config File & 0 - SCDS/CPU mode

5. From SCDS/CPU Mode Selection (MODSEL)


a)
enter  R






To release Write Protect.


b)
enter  A






To select Active CDS no. (yellow)


c)
enter  W






To Write Protect once again.











(Note:  current ACTIVE file will be highlighted-blue)


d)
enter  Z






Takes you to the previous screen.











Call Index, will take you back to the INDEX.

3.2.5.3

IOCDS Management On The HDS P85/CMOS

RMS operators perform “IOCDS SWAPS” when instructed by weekly change tickets.

· New IOCDS values are found in the weekly “MVS operator instructions” maintenance/change ticket in a number and name format, and vary in appearance depending upon type of CPU.  This information is also available online on the 1A Complex in the dataset TSC1A.SSG.MANAGER(SLOTS).  Example:

	CPU TYPE
	NUMBER
	NAME

	HDS 
	B1
	IOCP8B01


3.2.5.3.1

PERFORM IOCDS SWAP

(All commands entered from the SVP DESKTOP on the HDS/P85 CMOS CD)

1.
Deactivate all LPARS

In LPAR FRAME(MLPF)


Select the LPRDEF frame.  (LPAR CONFIG DEFINITION)

· Enter LA





Select “All LPARS.”  The symbol “>”  will appear to the right

of each LPAR name.

· Enter F4






Deactivate all LPARS.









This action will take approximately five (5) minutes to complete.

· Enter F2 





To save changes

N O T E :    (Do  N O T   save (F2)  if ANY domains are still ACTIVE)

2.
IOCDS Swap

Go into BASIC FRAME


Gives access to the System Index screen(INDEX)

· Enter CF





Invokes the Configuration Index frame (CONFIG)

· Enter  A






Invokes the System Configuration frame (SYSCNF)

· Enter  S






Invokes Config File Alteration frame.  Verify IOCDP is

correct

· Enter F0






F - Alter Config File & 0 - SCDS/CPU mode

· Enter Y






Invokes Processor Configuration (PROCNF)









To check processors to ensure Enabled status

· all IP’s are E for Enabled

· all IOP’s are E for Enabled

· MSx is E for Enabled with xxxxMB

· Enter Y






Invokes IOP Configuration frame (IOPCNF)









To check IOP’s to ensure the chpid’s are enabled and installed.

· at the top of the screen, Enter x  to ensure IOPx is enabled

(check all chpids)

· Enter Y






Invokes ES Configuration frame (ESCNF)









To check Expanded Storage (xxxxMB)









Enter  T  and ensure xxxx MB of expanded storage

· Enter  Z






Return to previous screen (SYSCNF)

· Enter  A






Select Active Config File parm

· Enter  XXX





XXX = New IOCDP file name

· Press Enter





Saves your changes.

· Enter  B






To load new IOCDS file (SYSIML)

· Enter  X






To execute SYSIML Clear

(NOTE:  This initiates a POR)

This process(POR) takes approximately 5-10 minutes.

The “MLPF” frame will appear indicating that the MLPF initialization is in progress.  When the initialization is complete, the LPRIDX frame will appear.

3.  Verify all values on the appropriate ICSRMSL* checklist (HDS CPU Configuration table) are correct.  For incorrect values, correct to match the values and format on ICSRMSL*.

In LPAR FRAME(MLPF)


Use the CALL LPxxxx command to;

· Invoke LPRDEF frame


(LPAR CONFIG DEFINITION)

To verify changes

· Invoke LPRIP frame



(LPAR  IP DEFINITION)



To verify changes

· Invoke LPRRSC frame


(LPAR RESOURCE DEFINITION)
To verify changes

· Invoke LPRCTL frame


(LPAR CONTROL DEFINITION)

To verify changes

If values need to be changed, perform the following:

· Enter  Lx





Selects Logical IP of each LPAR, where “x” is the # of the LPAR.

Arrows to the right of each LPAR will indicate selected LPAR.

· Select F1





Allows changes to be made to each LPAR attribute.  Replace“X”

with “L.”  Make changes according to the appropriate ICSRMSL* or Software.

· Press Enter





Saves entries.

· Select F2





Saves changes.

4. Re-activate the LPARS.

· Invoke LPRDEF frame

· Enter  LA





Selects all LPARS

· Select F3





Activate all LPARS

This may take approximately 5-10 minutes.  When all LPARS are activated, the systems may be IPLed.

3.2.5.3.2

POR On The HDS P85/CMOS

POR (Power On Reset)

This POR procedure is performed at the request of MVS Software.

Note:  A POR is also performed after an IOCDS swap.  The section PERFORM IOCDS SWAP in this manual already includes the POR process.

(All commands entered from the SVP DESKTOP on the HDS/P85 CMOS CD)

1.
Deactivate all LPARS

In LPAR FRAME(MLPF)

· Select LPRDEF frame

· Enter LA





Select “All LPARS.”  The symbol “>”  will appear to the right of each 








LPAR name.

Enter F4






Deactivate all LPARs.

· Enter F2






To SAVE your changes

N O T E :    (Do  N O T   save (F2)  if ANY domains are still ACTIVE)

This action will take approximately five (5) minutes to complete.

2.
Perform POR

Go into BASIC FRAME


Gives access to the System Index screen(INDEX)

· Enter CF




Invokes the Configuration Index frame (CONFIG)

· Enter  A





Invokes the System Configuration frame (SYSCNF)

· Enter  B





To load new IOCDS file (SYSIML)

· Enter  X





Execute SYSIML/CLEAR.
(Initiates the POR)

This takes approximately 5-10 minutes.

The “MLPF” frame will appear indicating that the MLPF initialization is in progress.  When the initialization is complete, the LPRIDX frame will appear.

3.
Verify Dynamic I/O Reconfig status by performing the following:

Go into BASIC FRAME


Gives access to the System Index screen(INDEX)

· Enter  CF





For Configuration Index (CONFIG) frame

· Enter  A






For System Config (SYSCNF) frame

· Enter  S






Update field to select the “active” Config File (highlighted in blue 








on the right-side of the screen under CONFIG FILE LISTS)

· Enter  F1





For Processor Configuration (PROCNF) frame 

4.
Ensure the following:

· Values under Dynamic I/O Reconfig are 200% Total and 050% Shared

· Make any necessary alterations to the above values

NOTE:  To make these alterations you will have to release Write Protect on the appropriate Config File (from the SYSCNF frame (See section Prepare For HDS IOCDS Slot Maintenance of this manual for further instructions on Write Protect).

Take WRITE PROTECT off

· Enter  R 1  and insert correct value; press ENTER
· Enter  R 2  and insert correct value; press ENTER
Put WRITE PROTECT back on

· Enter  Z  to return to the System Configuration (SYSCNF) frame

· Enter  B  for SYSIML CLEAR to incorporate these value changes.

· Enter  X  to execute SYSIML CLEAR.

(This will perform another POR)

5.
Verify all values posted on the appropriate ICSRMSL* (HDS CPU Configuration table) are correct.  For incorrect values, correct to match the values and format on ICSRMSL*.

In LPAR FRAME(MLPF)


Use the CALL LPxxxx command to;

· Invoke LPRDEF frame


(LPAR CONFIG DEFINITION)

To verify values

· Invoke LPRIP frame



(LPAR  IP DEFINITION)



To verify values

· Invoke LPRRSC frame


(LPAR RESOURCE DEFINITION)
To verify values

· Invoke LPRCTL frame


(LPAR RESOURCE DEFINITION)
To verify values

If values need to be changed, perform the following:

· Enter  LA





Selects Logical IP of each LPAR.

Arrows to the right of each LPAR will indicate selected LPAR.

· Select F1





Allows changes to be made to each LPAR attribute.

Make changes according to ICSRMSL* or Software.

· Press Enter





Saves entries.

· Select F2





Saves changes.

· If Main Storage needs to be adjusted, see “Calculating Main Storage” below.

6. Reactivate the LPARS
· Invoke LPRDEF frame

· Enter LA





Selects all LPARS

· Select F3





Activate all LPARS

This may take approximately 5-10 minutes.  When all LPARS are activated, the systems may be IPLed.
3.2.5.4

Calculating Main Storage On The HDS P85/CMOS

In LPAR FRAME(MLPF)


Use the CALL LPxxxx command to;

To invoke the LPAR DEFINITION frame (LPRDEF) 

Under column MS  (Main Storage) the first number will be the amount of Main Storage allotted to the P85/CMOS .

The numbers under MS column for the LPARS indicate how much of the total amount of Main Storage each LPAR is allotted. 

Write down the numbers in the MS column:

Example:



 MS







1491

SA19


768

SA19 has been defined to take 768 MB’s of the allotted 1491.

SA20


256

SA72


128

SAC8


256

Invoke the RESOURCE DEFINITION frame (LPRRSC)

Find the MSO Main Storage Origin column.  The Main Storage Origin is the specific Megabyte number an LPAR begins at.

Write down the LPAR and the number in the MSO column to figure out how the origins are determined.

NOTE:  All numbers in the MSO, MSE, ESO, and ESE columns are in MB’s.

Example:

SAC8

0

SAC8 origin begins at 0 MB’s  This is the bottom LPAR. 

SA19

720

SA19 origin begins at 720 MB’s  This is the top LPAR

SA20

384

SA20 origin begins at 384 MB’s  This is the 3rd LPAR

SA72

256

SA72 origins begins at 256 MB’s  This is the 2nd LPAR

The total amount of Main Storage is the sum of the amounts in the MS column in the LPRDEF frame.

MS = Free space(if any )  + LPAR1+LPAR2+LPAR3+LPAR4

NOTE:
 Free space will be indicated in the LPRRSC frame and defined as REMAINING.


Free space will also be displayed in the LPRSTR frame listed in column: CNSG.

On the P85/CMOS, the amounts are as follows:

Example:
MS 




1491

SA19

768

SA20

256

SA72

128

SAC8

256

Therefore:

Main Storage = 1491 MB total.
1491 = 83(free space)+256+128+256+768

To figure out the origins:

Main Storage Origin for a given LPAR + the allotted amount of Megabytes for that LPAR = the Main Storage Origin of the NEXT LPAR

As an example, the MSO (Main Storage Origin) is mapped as follows;


















1491







GAP OF 3 (RESERVED FOR HSA)

__________________________________________________

|













|

|     SA19                           allotted 768 MB’s of Main Storage
|

|_________________________________________________
|
720






GAP OF 80 (FREE SPACE)

__________________________________________________

| 













|

|      SA20                          allotted 256 MB’s of Main Storage 
|

|_________________________________________________     
384

|                                                                                                  
|

|     SA72                           allotted 128 MB’s of Main Storage 
|

|_ _______________________________________________     
256
|                                                                                                 
|

|      SAC8                         allotted 256 MB’s of Main Storage 
| 

|_________________________________________________
|     
0
To find the MSO for SA72  0+256=256
To find the MSO for SA20  256+128=384

To find the MSO for SA19  384+256+(GAP OF 80) = 720
SA19 MSO(720) + 768 + (GAP OF 3) = 1491
NOTE:  The order of the LPARS is set up to allow for expansion of the essential systems.

3.2.5.5

Changing Storage on the HDS P85/CMOS

NOTE:  Storage must be taken from the designated LPAR before it can be added to another LPAR.

In LPAR FRAME(MLPF)


Use the CALL LPxxxx command to;

To invoke the LPRDEF frame.

· Select L#







# = The number of the LPAR that is to have storage removed.

· Enter F1








To define

Make the changes to the appropriate fields according to ticket from Software, or Software Support person onsite.

· Press ENTER






To input changes

· Select L#







# = The number of the LPAR that is to have storage added.

· Enter F1








To define

Make the changes to the appropriate fields according to ticket from Software, or Software Support person onsite.

· Press ENTER






To input changes

Invoke the LPRRSC frame.

· Select L#







# = The number of the LPAR that is to have storage removed.

· Enter F1








To define

Make the changes to the appropriate fields according to ticket from Software, or Software Support person onsite.

· Press ENTER




to input changes

NOTE:  Do NOT save (F2).

3.2.5.6

Time Change HDS P85/CMOS

Perform time changes when changing to and from Daylight Savings time and Standard time.  Time changes can be made in 3 areas:

1. at Service Processor level

2. at Basic Frame or MLPF level

3. at Operating System level

Setting Service Processor

Although this function is not normally performed (per Hardware and Capacity Planning), the procedures have been provided in case of an emergency (i.e. Service Processor clock failure, resyncronizing SVP clock).

1.
from Basic Frame, enter  TO  for TOD Set

2.
enter  S  for Standard time

a) enter the appropriate GMT time.

b) hit Enter at the exact time.

3.
enter  L  for Local time

a) offset should always be 00.00

Basic Frame or LPAR mode

(Only if Service Processor is changed)

1. Drain the systems on all Logical Partitions.

2. POR the machine.

3. Activate the LPARs

4. IPL

Operating System time change

Remember, GMT never changes.  It is the offset which changes.  We are either 8 hours west (Standard time) or 7 hours west (Daylight Savings time) of GMT.  The offset information can be viewed in SYS1.PARMLIB(IEASYSxx) where xx is the complex; 07 or 08 will be selected.  There are separate procedures for the CMC host and the “data” hosts (all other systems).

Standard to Daylight Savings time (SPRING forward 1 hour)  Ipling is not necessary.
DATA HOSTS (SA06, SA18, SA19, SA20, 231A, 241A, SA72, SA75).

1. Shut down all databases: ADABAS, IDMS, IMS, CICS, M204’s, Oracle, etc.

2. Shut down NETVIEW, NETVAOS.

3. Shut down RMF, DISPATCH, CA7 and all it’s components.

4. Shut down JES2 using the appropriate JES2 Hotstart checklist (ICSRMSJ*).

5. Set MVS clock using command
T  CLOCK=hh.mm.ss

6. Restart JES2 (using JES2 Hotstart procedures and checklist), NETVIEW & NETVAOS, all databases that you shut down earlier, and RMF, DISPATCH, CA7 and all it’s components.


CMC HOST

1. Shut down NETVIEW & NETVAOS.  If network maintenance is being performed leave NETMENU8 down.

2. Shut down RMF, CA7 and all it’s components.

3. Shut down JES2 using the appropriate JES2 Hotstart checklist (ICSRMSJ*).

4. Set MVS clock using command
T  CLOCK=hh.mm.ss

5. Bring up JES2 using JES2 Hotstart procedures and checklist.

6. Start NETVIEW, NETVAOS, and NETMENU8; start RMF, CA7 and all it’s components.

Daylight Savings time to Standard time (FALL back 1 hour)


DATA HOSTS (SA06, SA18, SA19, SA20, 231A, 241A, SA72, SA75).

1. Drain ALL systems within the complex.  After ALL systems in the complex have been drained, leave them down for 1 hour.

2. Ipl the systems.  The MVS install jobs will update the IEASYSxx member that calculates the local offset.


CMC HOST


Ipling not required at this time & may be performed when impact due to NETMENU8 will be lessened.
1. Shut down NETVIEW, NETVAOS and NETMENU8 (if you have a maintenance job to run for it).

2. Shut down RMF, CA7 and all it’s components.

3. Shut down JES2 using the appropriate JES2 Hotstart checklist (ICSRMSJ*)..

4. Set MVS clock using command
T  CLOCK=hh.mm.ss

5. Start JES2 using the JES2 Hotstart procedures and checklist.

6. Bring up NETVIEW, NETVAOS, NETMENU8.

7. Leave RMF, CA7 and all it’s components down for 1 hour, then bring them up.

3.2.5.7

IPL/Drain The HDS P85/CMOS

RMS operators perform maintenance functions on the Mainframe Hardware console while draining and before completing a Post-IPL on the System Console.  The DRAIN and POST-IPL checklists follow the naming convention: ICSRMSM* and ICSRMSN*.  The IPL checklists follow the ICSRMSI* naming convention.

NOTE:  The CLISTs identified on the Drain and Post-Ipl checklists (ICSRMSM*  and ICSRMSN* naming convention) are for the RMS group to use at their discretion.  The “LONG” commands may be used for training, etc.

Confirm action is being taken on correct image; issue SEL L=xxxx  (where xxxx = sysid, e.g., SA19).

1.
Drain

2.
IPL



In LPAR FRAME(MLPF)


Use the CALL LPxxxx command to;

a)
Enter  CALL SLPOP

To invoke Operator Control frame

b)
Enter  SEL L=xxxx

Selects LPAR (where xxxx = sysid, e.g., SA19) * ensures commands are 







being issued to correct image.

c)
Select L1



Moves cursor to Load Address line.  Enter Load Address.

d)
Select L2



Moves cursor to Parm Address line.  Enter Load Parm.

e)
Enter  O7



LOAD CLEAR Initiates IPL
3.2.5.8

Configure CHPIDs On & Offline On The HDS P85/CMOS

RMS may be required to Configure CHPIDs offline at the machine level per HARDWARE or an HDS FE.




In LPAR FRAME(MLPF)


Use the CALL LPxxxx command to




Invoke the LPRCH frame


LPAR CHANNEL DEFINITION

Two strings of CHPIDs will be displayed in column format.  The 1st two rows of each column are the CHPID addresses.  Use the PF7 and PF8 keys to scroll backwards and forwards to locate a particular CHPID.  The status of the CHPID is shown in the row titled; ONLINE.  The character  -  indicates; offline.












The character  +  indicates; online.

Once the CHPID is located, verify that it is configured to the system the change/maintenance is being performed on.

In the upper left hand side of the screen there will be a column title of LPAR LIST.  Under this title will be two columns in the following format:
NO

NAME

For example;

1
=
SA19

1. Locate the row titled; LPAR#/SHARED.  

2. Compare the numbers listed in the row below this title with the numbers (ie 1 for SA19) in the LPAR LIST.  These numbers indicate which system the CHPID is configured to.

· To vary a CHPID offline enter the following command;
SYS CHP,OFF=xx,L=yyyy
· To vary a CHPID online enter the following command;
SYS CHP,ON=xx,L=yyyy
(Where xx = the CHPID and yyyy = the system ID)

Verify that the CHPID has changed to the desired status.

3.2.5.9

Accessing The Support Element Workplace From The IBM CMOS HMC Console

RMS performs the following to access the Support Element Workplace.

1.
From the VIEWS area on the HMC Console, left double click on the GROUPS icon.

NOTE:
If the HMC CONSOLE is not logged on, the HMC LOGON SCREEN will be displayed.



Use logon:
 SYSPROG



Password:
PASSWORD


2.
This will bring up the Groups Work Area and displays icons for CPC IMAGES, DEFINED CPCS and an 


IOCDS RESET icon for each defined CPC.  NOTE:  Title bars under the icons indicate machine serial 


numbers.  
ie, IOCDS/44xxx.  Left click on IOCDS RESET icon for the system you wish to 




start a single object session with.  This will highlight the title bar under the icon.


3.
Rotate the Task List(right hand vertical column window) to heading; CPC RECOVERY


4.  
Double click on the SINGLE OBJECT OPERATION icon in the Task List.

5.
Click on YES in the Confirm Task Box, after insuring the correct image was flagged

NOTE:  The screen that you will access will have SUPPORT ELEMENT WORKPLACE in the Window Title, and the background will have repeated S/390 logos in pale grey.

ALSO, if a CPC IMAGE/IOCDS icon in the Groups Work Area has an hourglass, there is already an active Support Element Workplace session active.  Check the OS Work Area for an icon with the indicated machine serial number.  NOTE:  (The OS Work Area may be hidden by the HMC Console Workplace).  Click on the appropriate icon to restore the required session.

Close the Support Element Workplace session (logoff) after you have completed your tasks.


1.
Double click on the CONSOLE ACTIONS icon in the Views Area.


2.
Double click on the LOGOFF key symbol.
3.2.5.10

IOCDS Slot Maintenance On The IBM S/390 CMOS

RMS performs the following in preparation for IBM CMOS IOCDS Slot Maintenance.

NOTE: ALL SLOTS SHOULD BE IN WRITE PROTECT STATUS OF NO, UNLESS REQUESTED OTHERWISE BY MVS SOFTWARE.  THIS IS TO ALLOW FOR REMOTE SUPPORT AND DIAGNOSTICS.

Enable / Disable IOCDS Write Protect.  Perform the following from the Support Element Workplace.
See:  Accessing The Support Element Workplace From The IBM CMOS HMC Console


1.
Rotate the Task List (right hand vertical column window) to heading; CPC CONFIGURATION.


2.
Left click on CPC/IOCDS icon to highlight and flag.  



Double click on the;  INPUT/OUTPUT CONFIGURATION icon in the Task List.

· This will pull up a window showing the IOCDS list and their status.  The current IOCDS will indicate ACTIVE.


3.
Left click on the IOCDS to be modified, this will highlight your choice.


4.
Left click on the OPTIONS tab at the top of the screen.  This will pull down a menu.

· If you wish to change the status of WRITE PROTECT from yes to NO; Left click on DISABLE Write Protection.

· If you wish to change the status of WRITE PROTECT from no to YES; Left click on ENABLE Write Protection.


5.
Close window when finished.

3.2.5.11

IPL Of The IBM S/390 CMOS 

RMS operators perform maintenance functions on the Mainframe Hardware console while draining and before completing a Post-IPL on the System Console.  The DRAIN and POST-IPL checklists follow the naming convention: ICSRMSM* and ICSRMSN*.  The IPL checklists follow the ICSRMSI* naming convention.

NOTE:  The CLISTs identified on the Drain and Post-Ipl checklists (ICSRMSM* and ICSRMSN* naming convention) are for the RMS group to use at their discretion.  The “LONG” commands may be used for training, etc.

RMS performs the following functions in the HARDWARE MANAGEMENT CONSOLE WORKPLACE to IPL.


1.
Left double click on the GROUPS icon in the View area of the HMC.  This opens the Groups Work Area.


2.
Left double click on the CPC IMAGES icon, this will display the defined lpar images under the chosen 


CPC.  Note:  Title bars will indicate Lpar name and CPC(machine serial number).


3.
Rotate the Task List (right hand vertical column window) to heading CPC RECOVERY.


4.
Left click on the Icon of the image you wish to IPL, this will highlight the image title bar.  Ensure that 
 


only the image you wish to IPL is currently flagged.  If any other image title bars are highlighted, single 


left click on them to remove the flag.


5.
Double click on the LOAD icon in the CPC RECOVERY Task List.  This will pull up the LOAD window


6.
Load Type CLEAR should be flagged.  



To change Load Address(if needed), click on LOAD ADDRESS window and enter correct address.



To change Load Parm(if needed), click on LOAD PARAMETER window and enter correct load parm.



Click on YES to continue with IPL.  This will display a LOAD TASK CONFIRMATION screen.  Verify 


information displayed on screen is correct.  ie; machine, addr and parm.


7.
Click YES on the LOAD TASK CONFIRMATION screen.  This will display A L0AD PROGRESS screen.


8.
When STATUS field says COMPLETED, left click on OK.  Background of loaded image will now be 



green.  Go to appropriate system master console and continue with IPL.

3.2.5.12

Deactivate/Activate CPC LPAR Images On The S/390 CMOS

RMS performs the following steps from the Hardware Management Console Workplace to Deactivate and Activate the CPC LPAR Images.


1.
From the VIEWS area on the HMC Console, left double click on the GROUPS icon.



Rotate the Task List (right hand vertical column window) to the heading DAILY.


2.
Left double click on the CPC IMAGES icon, this will display the defined lpar images under the chosen 


CPC.  They will be displayed in the CPC IMAGES WORK AREA.  Note title bars will indicate Lpar name 


and CPC(machine serial number).


3.
Left click on the Icon of the image you wish to flag, this will highlight the image title bar.  Ensure that the 


only the image you require is currently flagged.  If any other image title bars are highlighted, single 



left click on them to remove the flag.




TO DEACTIVATE

4.
Double click on the DEACTIVATE icon in the DAILY Task List.


This will pull up the DEACTIVATION TASK CONFIRMATION window.


5.
Confirm Image(LPAR) and click on YES.  This will display a DEACTIVATE PROGRESS. screen.


6.
When STATUS indicates COMPLETED left click on OK.

TO ACTIVATE CPC Images(LPARS)



Follow the above steps, EXCEPT IN STEP 4, double click on the ACTIVATE icon in the DAILY Task 


list Instead of DEACTIVATE. 

3.2.5.13

POR On The IBM S390/CMOS

POR (Power On Reset):
A POR is executed after an IOCDS swap, or at the request of MVS Software, Capacity 






Planning or Hardware.

IOCDS/44xxx machine id ICONs have been set up for RMS to use during system maintenance.  These ICONs are SYSTEM RESET PROFILES for the machine id specified.

NOTE:  ALWAYS USE THE SYSTEM RESET PROFILE ICONS UNLESS INSTRUCTED TO DO OTHERWISE BY SOFTWARE OR CAPACITY PLANNING.

PERFORM THE FOLLOWING FROM THE HMC CONSOLE WORKPLACE

1.
Double click on the Defined CPCs Icon in the Groups Work Area

2.
Double click on the desired P00xxxxx Machine Icon in the Groups Work Area.

3.
Make note of:  ‘LAST USED PROFILE’

You will use this PROFILE in step (7. ) Unless otherwise noted in RMS TURNOVER or WEEKNOTES.

4.
Deactivate ALL images under the CPC to be P.O.R’d.  

See:  Deactivate/Activate CPC LPAR Images On The S/390 CMOS

5.
Click on IOCDS/44xxx icon to highlight & flag the system/machine you wish to perform maintenance on.

6.
Double click on CUSTOMIZE/DELETE ACTIVATION PROFILE in the TASK LIST window.

7.
Double click on the PROFILE NAME you wish to use for the POR.  This will take you to the next panel.

8.
Flag IOCDS / load list address you wish to load,  click to highlight / select.

Make selection according to WKNOTES or by request of MVS SOFTWARE or CAPACITY PLANNING.


Verify the PROFILE NAME you selected previously is flagged(highlighted) at the top of the screen.

NOTE:
At this point you may either verify existing values according to the ICRSMSLx CHECK-LIST
   Or
Perform changes to the LPARs according to values provided by Capacity Planning or MVS Software.(Review ticket in WKNOTES)

· Single click on the LPAR tab on the right side of the window that you wish to verify / modify.

This will bring up an LPAR screen with tabs at the bottom for the following selections: 

GENERAL / PROCESSOR / SECURITY / STORAGE & LOAD.

· Single click on the tab you wish to verify / modify.  Continue with selections by clicking on each tab.

· After making the necessary changes, click on the next LPAR tab to the right of the screen.

After verification / changes of values are made to all the LPARs, single click on the IMAGE tab at the top of the LPAR list.

· Verify the IOCDS you flagged is still highlighted.

· CLICK ON THE ASSIGN PROFILE TAB AT THE BOTTOM OF THE SCREEN

· Click on SAVE button at bottom of screen.

· Click on Yes in confirmation window.

· If the UPDATE slot list window appears, click on No.

This will return you to the Customize/Delete Activation Profile List panel.

· Click on upper left hand corner of window and hit Close.  

This will return you to the HMC Groups Work Area.

· The IOCDS/44xxx icon should still be highlighted, if not click to flag it.  Double click on ACTIVATE in the TASK LIST window.

· A confirmation window will be displayed.  Verify correct RESET PROFILE & IOCDS are displayed.

· Click on OK.
· When the STATUS field reads:
COMPLETED
Click on OK.



A Power-on reset of the CPC and activation, of the LPAR images has been performed.
LOG ON to the SUPPORT ELEMENT WORKPLACE.   See section Accessing The Support Element Workplace From The IBM CMOS HMC Console.

Verify the values by highlighting the CPC icon and double clicking on CHANGE LPAR CONTROLS in the

CPC OPERATIONAL CUSTOMIZATION TASK LIST WINDOW.

This will pull up a window displaying:
All Lpars.










The number of Assigned Processors and System Weight for each lpar.










The last attempted RESET PROFILE









The current Input / Output configuration data set (IOCDS)

Verify the Storage values by double clicking on STORAGE INFORMATION in the task list window.

This will pull up a window with TABs for Base System Storage Allocation & Logical Partition Storage Allocation.

Base System Storage Allocation will display:

Installed Storage, Central / Expanded & Base Hardware System Area (HSA)

Logical Partition Storage Allocation will display:










Central Storage values for each LPAR










Expanded Storage values for each LPAR










Remaining Storage available

· After verification of values, perform LPAR LOADS/IPLs according to the established maintenance schedule.

3.2.5.13.1

POR On The IBM S/390 CMOS From The Support Element Workplace
IN THE EVENT A POR IS REQUESTED WITHOUT AN AUTO ACTIVATE OF THE LPARS, RMS WILL PERFORM THE FOLLOWING PROCEDURE.

Perform the following tasks from the Support Element Workplace.  See section Accessing The Support Element Workplace From The IBM CMOS HMC Console.


1.
Deactivate ALL images under the CPC to be P.O.R’d.  See section Deactivate/Activate CPC LPAR Images 


On The S/390 CMOS.


2.
Rotate the Task List (right hand vertical column window) to heading; CPC RECOVERY


3.
From the VIEWS area, left double click on the GROUPS icon.


4.
From the GROUPS WORK AREA left double click on CPC.  Left click on CPC icon you wish to POR.



Verify the correct machine serial number in the title bar under the icon.  Ensure only 1 icon is 




highlighted.


5.
Double click on the POWER-ON-RESET icon in the CPC RECOVERY Task List.  This will display the 


POWER ON RESET window.  Verify the following;

· LOGICALLY PARTITIONED status in the MODE box.

· INPUT/OUTPUT CONTROL DATA SET (IOCDS) that is in HIGHLIGHTED and in ACTIVE status is correct.  According to weeknotes/ICSRMSLx checklist.


6.
Left click on OK when all information is verified in window.  This will bring up the CHANGE




STORAGE SIZES window.  DO NOT CHANGE VALUES in the window.  Just left click on OK.


7.
This will bring up the POWER ON RESET CONFIRMATION window.  Left click on Power-On-Reset 


button.  This will start the POR and the POWER ON RESET PROGRESS window will appear.


8.
When the STATUS field reads COMPLETED, left click on OK.  The POR is complete.


9.
Verify LPAR values.


10.
Activate LPARs when given authorization.


11.
Continue with LOAD/IPLs according to maintenance schedule.

3.2.5.14
Configure Chpids On & Offline On The IBM S/390 CMOS

RMS performs the following procedures in the SUPPORT ELEMENT WORKPLACE on the IBM S/390 CMOS.

1.
Double click on the GROUPS icon in the VIEWS window.

2.
Double click on the IMAGES icon in the Groups Work Area.  This will display defined LPAR icons.

3.
Rotate the Task List (right hand vertical column window) to heading:  CHPID OPERATIONS
4.
Left click on LPAR icon of system to be modified to highlight & flag the image.

5.
With LPAR icon highlighted, right click on the mouse.  This will pull up a window next to the icon.

6.
Left click on CHPIDS.  This will bring up the CHPID’S WORK AREA.

7.
Left click on desired CHPID icon to flag & highlight.

8.
Double click on the CONFIGURE ON/OFF icon in the CHPID OPERATIONS Task List.


This will pull up the CONFIGURE ON/OFF window.

This window will display the CURRENT STATE and DESIRED STATE of the CHPID.

To change the STATE of a CHPID the TOGGLE button on the lower right hand side of window is selected.

By clicking on TOGGLE the STATE can be changed from ONLINE to STANDBY (STANDBY = OFFLINE).

Or from STANDBY to ONLINE depending on the initial status in window.

Once the TOGGLE button is selected the DESIRED STATE will change to the opposite status.

9.
Click on APPLY button to initiate the change in DESIRED STATE.


Click on OK in CONFIGURATION PROGRESS window.  (No confirmation window! This is it)

Note the CHPID status definitions in the CHPID’S WORK AREA are as follows:

online / standby





















shared / dedicated





















not isolated / or no line





















operating / stopped

The symbol definitions are as follow:

An ASTERISK shaped symbol indicates
ESCON











Two BARS indicates





PARALLEL











A vertical BAR with a horizontal BAN











parallel with the top of the vertical











BAR.  And a down ARROW with two parallel











BARS indicates 
CHANNEL – CHANNEL

3.2.5.15 Dynamically Changing the Processing Weight or Capped Status of an LPAR on the IBM S390/CMOS

Dynamically changing the processing weight or capped status is executed at the request of MVS Software, Capacity Planning, or Hardware.

IOCDS/44xxx machine ID ICON’s have been set up for RMS to use for system maintenance.  These ICON’s are SYSTEM RESET PROFILES for the machine ID specified.

NOTE:  ALWAYS USE THE SYSTEM RESET PROFILE ICON’s UNLESS INSTRUCTED TO DO OTHERWISE BY SOFTWARE OR CAPACITY PLANNING.

PERFORM THE FOLLOWING FROM THE HMC CONSOLE WORKPLACE

1. Double click on the Defined CPC’s Icon in the Groups Work Area.

2. Single click on the desired P00xxxxx Machine Icon in the Groups Work Area to highlight it.

3. Double click on the Change LPAR Controls icon in the CPC Operational Customization window.

4. Make the requested changes.

5. Click on Change running system to make the changes dynamically.

6. Repeat steps 1-3 and verify your changes have taken effect.

7. Click cancel after verifying changes.

3.2.5.16 Logging on to the Amdahl Millennium

RMS logs on to the Amdahl Millennium PEP to access system control panels in order to perform maintenance procedures.  RMS will log on using the ADVANCED or SYSPROG userids.  Note:  There are some commands that RMS is required to perform that the ADVANCED userid does not have authorization to do.  Therefore, it is recommended to use the SYSPROG userid.

After powering on the PEP or logging it off from a different userid, you will receive a LOGON window.

1. Enter the userid and password.

NOTE:  The password is always the same as the userid.
2. Click on LOG ON.

This will bring up the Monitor the System window.  Within the ‘[  ]’s it will show which userid is logged on.

· TO LOGOFF THE PEP:

1. From the Monitor the System window, click on OPERATE.

2. Click on LOG OFF CPC CONSOLE.

Note:  This will bring up the LOGON window.

3.2.5.17 Retrieving the Primary PEP

If the PEP screen is yellow(secondary PEP) instead of blue(primary PEP), perform the following:

1. From the Menu Bar, select SERVICE.
2. From the Pull-down menu, select PRIMARY PEP.  The PEP screen should go from yellow back to blue.

3.2.5.18 IPL Of The Amdahl Millennium 

RMS operators perform maintenance functions on the Mainframe Hardware console while draining and before completing a Post-IPL on the System Console.  The DRAIN and POST-IPL checklists follow the naming convention: ICSRMSM* and ICSRMSN*.  The IPL checklists follow the ICSRMSI* naming convention.

NOTE: The CLISTs identified on the Drain and Post-IPL checklists (ICSRMSM* & ICSRMSN*) are for the RMS group to use at their discretion.  The ‘LONG’ commands may be used for training, etc.

1. 
Drain 

A. Follow the Drain checklist (ICSRMSM*/N*) to the point of performing the RESET CLEAR.

B. On the Hardware Console:  From the ‘Monitor the System’ window

·   Ensure the correct LPAR is highlighted

·   On the Menu Bar, click on OPERATE
·   From the pull down window, click on RECOVER
·   Click on ‘Dot’ for RESET SYSTEM CLEAR
·   Click OK on the RESET SYSTEM CLEAR window

·   Click YES on the confirmation window

·   Wait for Completed message

·   Continue with the Drain checklist

2.
IPL

A. Follow the IPL Checklist (ICSRMSI*) on the Hardware Console:  From the ‘Monitor the System’ window

·   Ensure the correct LPAR is highlighted

·   On the Menu Bar, click on OPERATE
·   From the pull down window, click on RECOVER
·   Click on ‘Dot’ for LOAD CLEAR
·   Click OK on the LOAD CLEAR window

·   On the Verify Target Processor screen, verify the Load Address & Load Parm, correct if needed.

·   Click OK on the confirmation window

·   Click OK on the message that the ‘Load Clear is initiated’

3.2.5.19 Deactivate/Activate LPAR Images on the Amdahl Millennium

RMS performs these functions from the ‘Monitor the System’ window.

· TO DEACTIVATE

1. Highlight the LPAR you want to deactivate.

2. On the Menu Bar, click on OPERATE.

3. From the pull down window, click on DEACTIVATE.

4. Click OK on the Confirmation window.

5. You should receive the message, ‘You have successfully deactivated the Partition: xxxx’  click OK.

· TO ACTIVATE

1. Highlight the LPAR you want to activate.

2. On the Menu Bar, click on OPERATE.

3. From the pull down window, click on ACTIVATE.

4. On the ‘Activate with a Profile’ screen, click OK.

5. Click OK on the Confirmation window.

You should receive the message, ‘You have successfully activated the XXXX Image Profile’  click OK.

3.2.5.20 Enable/Disable Write Protection on the Amdahl Millenium

1. From the PEP screen’s menu bar, select CUSTOMIZE.
2. From the pull-down menu, select INPUT/OUTPUT [I/O] CONFIGURATION.
3. Highlight the file that needs write protect enabled/disabled.

4. From the menu bar, select OPTIONS.
5. From the pull-down menu, select DISABLE WRITE PROTECTION.  The Write Protected Field will change from yes to no.
6. From the pull-down menu, select ENABLE WRITE PROTECTION.  The Write Protected Field will change from no to yes.
7. When finished, select EXIT from the menu bar.

3.2.5.21 POR on the Amdahl Millennium

POR (Power On Reset):  A POR is executed after an IOCDS swap or at the request of MVS Software, Capacity Planning or Hardware Planning.

1. Deactivate ALL LPARs.  See section Deactivate/Activate LPAR Images on the Amdahl Millennium.
2. Confirm or change the IOCDS to be used.

· Highlight the Reset Profile

· On the Menu Bar, click on CUSTOMIZE.

· From the pull down window, click on ACTIVATION PROFILE.

· Highlight the Reset Profile.

· On the Menu Bar, click on FILE.

· From the pull down window, click on OPEN.

· Verify the current IOCDS.  If correct, click on FILE and EXIT and proceed to Step 3.  If incorrect, from the Menu Bar, click on CUSTOMIZE.

· From the pull down window, click on GENERAL INFORMATION.

· Highlight the correct IOCDS and click OK.

· From the Menu Bar, click on FILE and SAVE.

· From the Menu Bar, click on FILE and EXIT.  Do this twice to return to the ‘Monitor the System’ window.

3. Highlight the Reset Profile.

4. From the Menu Bar, click on OPERATE.

5. From the pull down window, click on ACTIVATE.

6. Click OK after verifying the information.

7. Click OK on the Confirmation window.

It will take approximately 5 minutes to complete.  The LPARs will be automatically ACTIVATED.  Once it has completed verify the storage information for each LPAR and IPL.

3.2.5.22 Verifying/Changing Storage on the Amdahl Millennium

1. On the ‘Monitor the System’ window, highlight the RESET PROFILE.

2. From the Menu Bar, click on CUSTOMIZE.

3. From the pull down window, click on ACTIVATION PROFILES.

4. Highlight an LPAR.

5. From the Menu Bar, click on FILE and OPEN.
6. From the Menu Bar, click on CUSTOMIZE.

7. From the pull down window, click on PROCESSOR CHARACTERISTICS.

8. Verify/change the necessary fields and click OK.

9. From the Menu Bar, click on CUSTOMIZE.

10. From the pull down window, click on STORAGE.

11. Verify/change the necessary fields and click OK.

12. From the Menu Bar, click on FILE and EXIT to return to the CUSTOMIZE PROFILES screen.

13. Repeat steps 4-12 for each LPAR.

3.2.5.23 Configure Chpids On & Offline on the Amdahl Millennium

1. Highlight the LPAR where you want to configure the Chpid.

2. From the Menu Bar, click on OPERATE.

3. From the pull down window, click on MONITOR AND CONTROL CHANNELS.

4. On the ‘Monitor Channels Window’, highlight the chpid(s) you want to configure.

NOTE:  You MUST ‘un-highlight’ any chpid you do not want to change.

5. From the Menu Bar, click on OPERATE.

6. From the pull down window, click on CONFIGURE ON or CONFIGURE OFF.

7. Verify the list of Chpid(s) only includes the ones you want.

8. Click on CONFIGURE ON or CONFIGURE OFF.

Note:  An Offline Chpid will have a status of STANDBY.

3.2.6
Run MVS Maintenance Jobs

Run MVS maintenance jobs, called “change” jobs, to implement changes to the MVS operating system as called for in the “MVS Operator Instructions” change ticket in Weeknotes.

1. Enter:  :XS,IxxCHANG  Command is entered in AOS or on the system console for the system on which the changes are submitted.  (xx = 01,06,18,20,19,21,22,72,75).

2. Verify completion by accessing SAM through TSO to view job output for good EOJ, and enter in MSTRLOG.

3.2.7
Perform JES2 Maintenance

Run JES2 maintenance jobs and perform JES2 hotstarts and coldstarts for the JES2 subsystem according to change tickets listed in Weeknotes.

3.2.7.1

Run JES2 Maintenance Jobs

Run JES2 maintenance jobs, called “INSTALL” jobs, to implement changes to JES2 Subsystem as called for in the “MVS Operator Instructions” change ticket.

Enter:  :XS,INSTJESx

Command is entered in AOS or on the System Console for only ONE SYSTEM PER COMPLEX on which the changes are to be submitted. (x= A, B, C, E, N)

Verify Completion.  Access SAM to view job output for good EOJ.

Each install job must be checked for good completion codes before performing either an IPL or a JES2 hotstart.

3.2.7.2

Perform JES2 Hotstarts

A Hotstart of JES2 is performed to allow changes to the JES2 subsystem without having to IPL the system upon which JES2 resides.  A Hotstart is performed if the JES2 subsystem ABENDs.  Complete and file the appropriate checklist (ICSRMSJ* naming convention) when performing a JES2 Hotstart.

· DETAILED INSTRUCTIONS:

1. Notification:  Send a message to all remote sites prior to an UNSCHEDULED Hotstart.  Notify remote print sites that JES2 is being Hotstarted by issuing the following command:  $dmr1-375,msgtext

2. Install Jobs:  Verify completion and good EOJ of Install jobs.

3. JES2 Devices:  Drain all JES2 devices; stop any subsystems that interact with JES2.

4. Enter:  $DU,ACTIVE (To ensure all devices are drained)

5. Enter:  $PJES2,ABEND  (To abend JES2 on an active system)  If this is a multi-image complex, enter this only when the other system has the JES2 CHECKPOINT DATASET.

6. WTOR:  Reply to Termination Option WTOR with xxEND where xx is the WTOR number.

7. Verification:  Enter command D J,JES2 to verify JES2 is out of the system.

8. Start JES2:  Enter command S JES2,CMD=Z to start JES2 without starting other subsystems.

9. Verification:  Enter a JES2 command to verify JES2 is active (ex: $DU,ACTIVE or $TA,ALL).

10. JES2 Devices:  Start RJE/SNA lines, JES2 sessions, VPS, initiators, etc. for the system Hotstarted.

11. Notification:  Notify remote print sites that Hotstart is complete.

3.2.7.3

Perform JES2 Coldstarts

Perform Coldstarts of JES2 to purge all jobs from system and to scratch all job data from Spool Volumes.

Note:  Before performing a Coldstart of JES2, ALL jobs on spool must be offloaded to tape.  Jobs not offloaded will be lost when JES2 is Coldstarted.  Document each offloader DSN, Parameters used, and Tape VOLSER.

1.
Perform offloads according to instructions in “Perform Offloads”.  NOTE: Offload class ‘V’ sysout separately. 

2.
Drain all INITS.  Allow enough time before the JES2 Coldstart to offload the jobs awaiting exec, and remaining spool.

3.
Shut down CA7 and all it’s components.  Ensure there are no batch jobs running.  Verify CA7 is out of the system prior to going to next step.

4.
Start Job Transmitters (OFFx.JT) for jobs awaiting execution.

5.
For jobs not offloaded due to Not-Selectable status:  Display the job with the command $TOJXXXX, change the S=N to S=Y.  Example:   $TOJXXXX,ALL,S=Y

6.
Verification:  Spool utilization will be 1% when all spool is offloaded.  Verify by entering the following:  $DQ  and $DN,ALL

7.
If there are remotes still holding spool, specify a NULL parameter of Routecde=(), run offloads (ST & JT) to offload all sysout on all remotes, and jobs from input queues.

8.
When all spool has been dumped, and the transmitters show inactive, write the SYSLOG to the queue.  Ensure the SYSLOG has been offloaded, then drain all of the offloaders.

a. W L    Writes the SYSLOG to the output queue

b. $POFFX.ST
c. $POFFX.JT
d. $POFFLOADX
9.
Use SAM to spin all jobs that were offloaded to a dataset.  (Go into LOG and use the  “OFFx.ST” and “OFFx.JT”)

10.
Check with MVS Software to ensure that JES2 is not started with the IPL of the host on which the Coldstart of JES2 will be performed.  (Probably update mem “COMMND00”)

11.
Comment out the startup of ControlM in SYS3.AUS.WAOPARM(JES2xxxx) where xxxx=SMFID.

12.
Drain system and IPL.

13.
After LLA is started, issue:   S JES2,START=COLD   to COLDSTART JES2.

14.
Reload spool back as soon as possible following offload procedures.  All receivers should have the WS parameter nulled to accept everything from the tape.  NOTE: Start the reloads of the class ‘V’ sysout and the ‘awaiting execution’ jobs first.

15.
Once the input queue has been  reloaded, CA7 and all it’s components can be started.

16.
Request MVS Software to change COMMND00 to add the startup for JES2.

17.
Uncomment out the startup of CA7 and all it’s components in SYS3.AUS.WAOPARM(JES2xxxx) where xxxx=SMFID.

GENERAL COMMANDS
$DF,R=R99




Jobs in R99

$DF






Local

$DQ





# of jobs in all queues

$DN,ALL




Display  ALL jobs

$DF,Q=XMT



Jobs awaiting transmit

$DSPL





Spool utilization

W  L





Writes SYSLOG to the output queue

· CA7 CONSIDERATIONS:

1. Jobs that were offloaded while awaiting execution should be reloaded prior to CA7 being started.  If CA7 is started before these jobs are reloaded, the jobs may fall into a disappeared status.

2. Class V held output should be offloaded separately.  These jobs need to be reloaded before any CA7 restarts can be done.

· SPINNING THE JOBS FROM THE SYSTEM LOG.

1. Type “S.DL” to access the System Log.

2. Type “SP” to spin data.  This will invoke the SPIN options.

3. Enter the “FROM TIME” and “TO TIME”.  The date should be the current date.  Put in a “DATA SET NAME” and change the “DISP” from “OLD” to “NEW”.  Enter “1” on the command line to spin the data to your data set; press enter.

4. OBTAIN A LIST OF OFFLOADED JOBS AFTER SPIN OF THE LOG TO A DATA SET.

5. Enter “3.14” from primary ISPF option menu.

6. Enter “HASP540” in “search strings”;  the spin data set in the “Data Set Name” field.  Put a new DSN in the Listing DSNAME field, put an “F” in the MODE field and press enter.  After the search is complete, it will produce a list of jobs.  If multiple offloaders were run on the same system at the same time, the field of search can be narrowed by entering “OFF*.ST” in the search string and the old DSN in the DSN field.  Enter the new DSN in the Listing DSNAME field and press enter.  This will produce a list of offloaded jobs for the individual offloader.

3.2.8
Perform VTAM/NCP Maintenance

RMS performs VTAM/NCP maintenance as directed by change tickets found in WEEKNOTES.

3.2.8.1

Run Maintenance Jobs

Run maintenance jobs against VTAM as instructed by the Weekly Change Report tickets.  Maintenance jobs consist of the following:

WGOMVTMN - SA01



WGOMVTMB - SC1B

WGOMVTMA - SC1A



WGOMVTME - SA06

Jobs are submitted via the JCS2 command:     :XV,WGOMVTMx

VTAM CLIST: Run the VTAM CLIST on each NON-IPL’D 1A, 1B and 1E system.  VTAM CLISTs are entered in AOS in the following format:

· 1A  -  SA1ACDRS

· 1B  -  SA1BCDRS

· 1E  -  SA1ECDRS

3.2.8.2

Perform NCP Reloads

NCP reloads are normally performed by Plano NETOPS (8) 834-5585

RMS operators at the SSMC perform reloads of NCP boxes on an emergency basis.

1.
Enter - V NET,ID=NFF0XXX,INACT,FORCE

· Verify all drops under box are down.

3. Enter - V NET,ID=NFF0XXX,ACT,SCOPE=COMP,LOAD=YES

For Chevron FEP’s Enter – V NET,ID=XXXXXXX,ACT,LOAD=YES

· Verify box is in a PLOAD status.

3.
Verify:  Confirm entire NCP has activated as desired

· Enter D NET,ID=NFF0XXX,E  Verify all drops are active.

· Enter D NET,ID=PFF0XXX,E  on alternate systems to verify shadow definitions are active.

3.2.8.3

Recycle Netview

Perform recycles of NETVIEW at the instruction of VTAM support, Software support, or Weekly Change tickets.

1. Bring NETVIEW down--respond to Netview (NCFXX) WTOR with xxCLOSE IMMED.

NOTE:  The WTOR will be CMC01 instead of NCF01 on SA01.

2. Verify NETVIEW is out of system--enter D A,NETVIEW

3. Enter S NETVIEW; recycle is complete when NCFXX WTOR is displayed.  Document times for recycle.

3.2.8.4

Recycle Netvaos

Perform recycles of NETVAOS at the instruction of the Automation group, Software support or Weekly Change tickets.

1. Bring NETVAOS down -- respond to Netvaos (AOSXX) WTOR with

xxCLOSE IMMED

NOTE:  Do this from a Master or Alternate console.  (You will lose your AOS session)

2. Verify NETVAOS is out of the system -- enter D A,NETVAOS

3. Enter  
S  NETVAOS,SUB=MSTR
recycle is complete when AOSXX WTOR is displayed.  Document times for recycle. 

3.2.8.5

Recycle Netmenu

Perform recycles of NETMENU at the direction of VTAM support, Software support, or weekly change tickets.

1. Issue F NETMENU8,,STOP and follow with P NETMENU8.  Both commands must be issued.
2. Verify AFFMNUP8 is in an INACT status and TYPE=CDRSC (Status may be ACTIV).

3. Verify NETMENU8 is out of the system.  Enter:     D A,NETMENU8

4. Enter     S NETMENU8     on desired host

5. Verify NETMENU8 is running and AFFMNUP8 is in CONCT status and TYPE=APPL

Note:  It will take a minute or two for menu to initialize.  At that time the status will change to ACT/S.

6. Sign onto menu to verify that it is up.

3.2.8.6

Recycle Netmentn

Perform recycles of NETMENTN at the direction of VTAM support, Software support, or weekly change tickets.

1. Issue F NETMENTN,,STOP and follow with P NETMENTN.  Both commands must be issued.
2. Verify AFFMNUTN is in an INACT status and TYPE=CDRSC (Status may be ACTIV).

3. Verify NETMENTN is out of the system.  Enter:     D A,NETMENTN

4. Enter     S NETMENTN     on desired host

5. Verify NETMENTN is running and AFFMNUTN is in CONCT status and TYPE=APPL

Note:  It will take a minute or two for menu to initialize.  At that time the status will change to ACT/S.

3.2.8.7

Recycle NETITCP

Perform recycles of NETITCP at the direction of VTAM support, Software support, or weekly change tickets.  If the started task CONMVS resides on the system on which NETITCP is being recycled, CONMVS must come out prior to NETITCP.  If NETITCP is being recycled on any host running the Oracle Gateway, the DB2 support oncall should be notified of the recycle.  This may be done after the recycle, if recycle is urgent.  After NETITCP is brought back up, ALL oracle gateways must be recycled.  Oracle does not have a recovery process after TCP/IP comes down.

1. Enter  P  NETITCP  to bring it down.  NOTE:  NETITCP starts and stops other tasks as part of it’s own startup and shutdown.  Check which of these tasks are also running on the system where you are performing the recyle and ensure they are recycled as well.  These tasks include NETIAGT, NETIQE, AND NETIFTP.

2. Enter  S  NETITCP  to bring it back up.

NOTE:  When NETITCP is recycled on SA20, major node TFFTCP20 must be activated.  Issue command: 

V NET,ACT,ID=TFFTCP20,SCOPE=ALL.  Whenever NETITCP is recycled on SA18, other started tasks must also be recycled since their connections have been lost.  These started tasks include:  EDA, EDADRM, EDATEST, VPSDEL.  The following are the commands used to recycle each of these tasks:

	
	
	

	P  EDA
	to bring down EDA
	
	S  EDA
	to start EDA

	P  EDADRM
	to bring down EDADRM
	
	S  EDADRM
	to start EDADRM

	P  EDATEST
	to bring down EDATEST
	
	S  EDATEST
	to start EDATEST

	F  VPSDEL,END
	to bring down VPSDEL
	
	S  VPSDEL
	to start VPSDEL

	F  VPSDEL,STO,*,F
	to force drain printers
	
	
	

	F  VPSDEL,ABEND
	to force out VPSDEL

     (only if necessary)
	
	
	

	
	
	
	
	


3.2.8.8

Perform Gateway Move

The gateway NCP, which connects two or more independent SNA networks, performs address translation to allow cross-network traffic.  RMS operators move the gateway in both scheduled and unscheduled situations.

Perform Gateway Moves by utilizing various CLISTs provided by the SSMC Network Software Group.  The following explains the purpose of these CLISTs, and the logical sequences involved in a Gateway Move.

· IMPORTANT THINGS TO REMEMBER WHEN MOVING THE GATEWAY:
1. NETMENU8 MUST RUN ON THE GATEWAY HOST

2. NETLOCK IS REQUIRED ON ALL COMPLEXES

· VTAM GATEWAY FUNCTION “CLISTs”

MOVEGW:  Used when a host has active Gateway functions and the Gateway must be moved to a different host.  Purpose:  The MOVEGW CLIST submits job WGPRxxNG; where xx = 01, 20, 19, etc. (Depending upon where you execute the CLIST.)  This job renames the SME Foreign Net Table Load Module to reflect a Non-Gateway VTAM.

ACQGW:  Used when a host begins Gateway Functions.  If a MOVEGW is issued on one host with the intent of moving the Gateway to a NEW host, acquire the NCPs by issuing the ACQGW  CLIST on the NEW host.  The ACQGW CLIST submits job WGPRxxGW; where xx = 20, 01, 19, etc. (Depending upon which host the CLIST is issued.)  This job renames the SME Foreign Net Table Load Module to reflect a Gateway VTAM.

COLDGW - Used to begin Gateway functions upon a host when there is no need to acquire the NCPs.  (NCPs not currently owned by any other host.)  For example:

A. The Gateway was last active on this host:

· An unscheduled IPL was performed on the Gateway host.

· A VTAM Coldstart was performed on the Gateway host.

The COLDGW CLIST submits job WGPRxxGW; where xx = 01, 20, 19, etc. (Depending upon where you execute the CLIST.)  This job renames the SME Foreign Net Table Load Module to reflect a Gateway VTAM.

3.2.8.8.1
Gateway Move to the Backup Host

Note:  If this is an EMERGENCY MOVE due to the current Gateway Host going down HARD, skip the ON THE PRIMARY GATEWAY HOST section and go straight to ON THE BACKUP GATEWAY HOST section.

Note:  When preparing for a Gateway move, you will need an AOS and a TSO session for the system that the Gateway is currently running on and for the system that you will be moving the Gateway to.  DO NOT use EDSNET!  You must use the LOGON APPLID command.  (Hint:  The applid for TSO on SA01 is AFFTSO01).

If the NCPs are going to be loaded on the Backup Gateway Host, (usually SA20), ensure that the VTAM/NCP maintenance job for the Backup Host (WGOMVTMB for SA20) is not run until after the ACQGW CLIST is complete on the Backup Host and before the NCPs are loaded.

· ON THE PRIMARY GATEWAY HOST (SA01):

1.
At the scheduled start of the Gateway Move, inactivate/stop the network started tasks

a)
To make the process easier, issue:  S XNJE,M=NETTASKS.  This will issue the commands to stop all but NETVIEW and NETHSCB.  Manually reply to the WTORs for them.

P NETITCP



(This also stops NETIAGT, NETIFTP & NETIQE)

Issue F NETMENTN,,STOP followed by P NETMENTN


to stop NETMENTN

Issue F NETMENU8,,STOP followed by P NETMENU8


to stop NETMENU8

P NETLOCK

P NETICWB

P NETSPY

NETHSCB



(Reply “STOP” to HSCB WTOR)

NETVIEW



(Reply “CLOSE IMMED” to WTOR)



Verify tasks are out of the system.

2.
Issue:  MOVEGW  CLIST in AOS.

a)
This CLIST will submit job WGPR01NG.  Check for good EOJ via TSO.

b)
Once MOVEGW clist is complete, go on to the next step.

3.
Issue   Z NET,CANCEL   to cancel VTAM.

a)
Once VTAM (NET) is out of the system, go on to the next step.

· ON THE BACKUP GATEWAY HOST (usually SA20 for scheduled moves and SA19 for emergency moves when Gateway Host has gone down hard):

1. S NETICWB

2. Issue  ACQGW  clist in AOS.

a)  This clist will submit job WGPRxxGW  where xx=20, 19, etc.  Check for good EOJ via TSO.

Note:  If the Gateway was lost on the Primary Host (MOVEGW clist and the WGPR01NG job were not run) WGPRxxGW will receive a RC=8.  This is a good EOJ.

3. After  ACQGW clist completes:  If Gateway move is scheduled during Weekend Maintenance, and the NCP’s are to be loaded on the Backup Host, run the VTAM maintenance job for that Host.  (:XV,WGOMVTMB for SA20).  Check for good EOJ via TSO.

4. Verify NETLOCK is active.  (D A,NETLOCK)

5. Start NETMENU8 and NETMENTN.  (S NETMENU8, S NETMENTN)  Note:  Menu can be started while waiting for the ACQGW clist to complete.

a)
Verify NETMENU8 is executing and AFFMNUP8 is in CONCT status and TYPE=APPL.  It will take a minute or two for menu to initialize and its status should change to ACT/S.

b)
Enter EDSNET on a “Welcome to” screen to verify menu is up.

c)
Verify NETMENTN is executing and AFFMNUTN is in CONCT status and TYPE=APPL.  It will take a minute or two for menu to initialize and its status should change to ACT/S.

d)
Verify users can log on via TELNET.

6. If this is a scheduled move and WGOMVTMB has been run, recycle NETVIEW on SA20 and SA18.

7. If the NCPs are loaded on the Backup HOST, call PLANO NETOPS (8-834-5585) to ask them to load the boxes at this time.

3.2.8.8.2
Move Gateway Back to Primary Host

· ON THE BACKUP GATEWAY HOST
1.
Inactivate/Stop NETMENU8

a)
Issue F NETMENTN,,STOP followed by P NETMENTN.

to stop NETMENTN



Issue F NETMENU8,,STOP followed by P NETMENU8.

to stop NETMENU8.

b)

Verify NETMENU8 and NETMENTN are no longer executing.

2.
Issue  MOVEGW  clist in AOS.

a)
This CLIST will submit job WGPRxxNG.  Where xx=20, 19, etc.  Check for good EOJ via TSO.

3.
After MOVEGW completes, verify all NCPs are down.

a)
See SA01 Post-Ipl checklist (ICSRMSM2) for a complete list of the NCP’s.

4. Shutdown NETICWB.  P NETICWB

5. Verify that all NCP channel attachment major nodes (PDEFS) are active:

a)
Issue  STATIONS  clist.

· ON THE PRIMARY GATEWAY HOST (SA01):

1. S NETICWB

2. Issue ACQGW CLIST in AOS.

a) This CLIST will submit job WGPR01GW.  Check for good EOJ via TSO.

3. Verify NETLOCK is up.  (D A,NETLOCK)

4. Start NETMENU8 and NETMENTN.  (S NETMENU8,S NETMENTN)
Note:  Menu can be started while waiting for the ACQGW clist to complete.

a)
Verify NETMENU8 is executing and AFFMNUP8 is in CONCT status and TYPE=APPL.  It will take a minute or two for menu to initialize and its status should change to ACT/S.

b)
Enter EDSNET on a “Welcome To” screen to verify menu is up.

c)
Verify NETMENTN is executing and AFFMNUTN is in CONCT status and TYPE=APPL.  It will take a minute or two for menu to initialize and its status should change to ACT/S.

d)
Verify users can log on via TELNET.

5. After ACQGW CLIST completes, verify all NCPs are active.

a)
See SA01 Post-Ipl checklist (ICSRMSM2) for a complete list of the NCP’s.

6. Start NETHSCB.  (S NETHSCB)

7. Verify that either CDRM6 or CDRM7 for HWDC is active.

8. Issue the BSDRDS clist.

3.2.8.8.3
Recover the Gateway on the Primary Host

To recover the Gateway due to an emergency IPL or VTAM Coldstart of the Primary Gateway Host (SA01):

· ONCE THE IPL OR VTAM COLDSTART IS COMPLETE:

1. Verify NETICWB is active.

2. Issue COLDGW clist in AOS.

a)
This clist will submit job WGPR01GW.  Check for good EOJ via TSO.

3. Verify NETLOCK is active.  (D A,NETLOCK)

4. Start NETMENU8 and NETMENTN.  (S NETMENU8,S NETMENTN)  Note:  Menu can be started while waiting for the COLDGW Clist to complete.

a)
Verify NETMENU8 is executing and AFFMNUP8 is in CONCT status and TYPE=APPL.  It will take a minute or two for menu to initialize and its status should change to ACT/S.

b)
Enter EDSNET on a “Welcome To” screen to verify menu is up.

c)
Verify NETMENTN is executing and AFFMNUTN is in CONCT status and TYPE=APPL.  It will take a minute or two for menu to initialize and its status should change to ACT/S.

d)
Verify users can log on via TELNET.

5. After  COLDGW clist completes, verify all NCPs are active.

a)
See SA01 Post-Ipl checklist (ICSRMSM2) for a complete list of the NCP’s.

6. Start NETHSCB.  (S NETHSCB)

7. Issue BSDRDS Clist in AOS.

8. Issue  ACTCDRMS  clist in AOS.

3.2.8.9

Perform VTAM Coldstart

Coldstart VTAM in the event VTAM is brought down without a system IPL.  The Coldstart procedure is used in emergency situations at the request of the VTAM support group.  Escalate all problems related to a VTAM Coldstart to the Softnet support group.  See special instructions for NETITCP on SA06, SA18, and SA20 in section Recycle NETITCP.

· Emergency VTAM Coldstart

1. Issue:  DUMP COMM=(EMERGENCY.COLDSTART.mmddyy)

2. Reply:  xxJOBNAME=(NET) to outstanding WTOR

3. Follow instructions outlined below for VTAM Coldstart.

· VTAM Coldstart Instructions

1.
Bring down the CICS regions and stop DB2 interfaces..

a)
Issue:    F CICSxxx,CEMT P SHUT              where xxx=region ID.

b)
Issue:    +STOP DDF MODE(QUIESCE)     (For D2P8 on SA75 only)

c)
Issue:    ?STOP DDF MODE(QUIESCE)     (For D2T8 on SA72)

d)
Issue:    -D2M1 STOP DDF MODE(QUIESCE)    (For D2M1 on 231A only)

e)
Issue:    -D2P1 STOP DDF MODE(QUIESCE)     (For D2P1 on 231A only)

2.
Shutdown CA7ONL and CA7NCF


a)
Issue:  F CA7ONL,/LOGON tactxxx



Issue:  F CA7ONL,/SHUTDOWN,Z3
then repeat the command for verification.


b)
Issue:  F CA7NCF,SHUTDOWN



Issue:  P CA7NCF
you must do both commands.
3.
Take TSO out of the system.

a)
Issue:  SE  ‘VTAM COLDSTART IN 3 MINUTES SAVE YOUR DATA’

b)
Wait the 3 minutes as stated, then:

c)
Issue:   P OLSVTSO

(Reply FSTOP to wtor if necessary)

4.
Take down Dispatch.

a) If on SA19 refer to procedures Manage Dispatch in IPSRMSB0.

b) If on system other than SA19, reply 99STOPCADS to WTOR.

5.
Take down NETVIEW, NETITCP, NETVAOS and HCF (whichever started tasks apply to that particular system).

a)
Reply:  xxCLOSE IMMED to the outstanding WTORs.

b)
P NETVSSI  once NETVAOS is out of the system.

6.
(If being performed on SA01) On the CMC HOST, take down NETHSCB.

a)
Reply:  STOP to the wtor.

7.
Take down all VTAM related started tasks.

a)
Browse or print member:  PSC1x.OACLB.SYSIN(COLDxxDN)  where x=complex  xx=sysID.

b)
Drain started tasks listed in member prior to the drain of VTAM.

i)
Issue:  S XNJE,M=COLDxxDN    where xx=sysID.

c)
Verify tasks are out of the system.

8.
Take VTAM out of the system.

a)
Issue:   Z NET,CANCEL

b)
Verify VTAM is out of the system.

i)
Issue:  D A,NET

9.
Bring VTAM back into the system.

a)
Issue:   S NET

b)
Reply:  LIST=xx   to the outstanding WTOR, where xx=sysID (SA19=19, 231A=22, 241A=21, SA75 
=75).

c)
Wait for VTAM INITIALIZATION COMPLETE message before continuing.

10.
Start required CICS regions.

(Reference the Online Monitoring checklist ICSRMSOx)

a)
Issue:   S OLSASTRT,M=‘xxx ‘                                 where xxx=region ID.

11.
Start CA7ONL and CA7NCF


a)
Issue:  S CA7NCF


b)
Issue:  S CA7ONL

12.
Start TSO, NETVIEW, NETITCP, NETVAOS, DB2’S and DISPATCH.

a)
Issue:  S OLSVTSO

b)
Issue:  S NETVIEW

(except SA72)

c)
Issue:  S NETVSSI

d)
Issue:  S NETVAOS,SUB=MSTR

e)
Issue:  +START DDF
(For D2P8 on SA75 only)

f)
Issue:  ?START DDF

(For D2T8 on SA72)

g)
Issue:  -D2M1 START DDF
(For D2M1 on 231A only)

h)
Issue:  -D2P1 START DDF
(For D2P1 on 231A only)

I)
Issue:  S DISPATCH

13.
If VTAM is coldstarted on the gateway host, execute the following CLISTs/commands:





(% is needed if issued from a Master console)


a)
Verify NETICWB is active.

b)
COLDGW

c)
BSDRDS

d)
ACTCDRMS

e)
LOCALUP

f)
LANUP

14.
Start all other started tasks that were taken out of the system prior to Coldstart of VTAM.

a)
Issue:   S XNJE,M=COLDxxUP    where xx=sysID

15.
Ensure the SHADOW DEFINITIONS are active on the system in which the cold start took place.

a)
Execute STATIONS clist

16.
Verify all started tasks are active by referencing the system  POST IPL checklist (ICSRMSMx).

3.2.9
Perform Standalone Dump

RMS performs a Standalone Dump at the request of Software Support.  A Standalone Dump may be requested by Software Support in the event a system problem requires a dump and an IPL is the only way to recover.

The following steps will be followed in preparation for a Standalone Dump.

1.
Print off a copy of the EMERGENCY PRE-IPL PROCEDURES checklist.


The EMERGENCY PRE-IPL PROCEDURES checklist is used to recover  MIM, the JES2 checkpoint and 
XCF.  The JES2 checkpoint may not be released until the standalone is actually started.

(If you are doing a standalone dump for testing purposes, do the EMERGENCY PRE-IPL PROCEDURES after the logical processors have been halted.)
2.
Print off a copy of the Post IPL Checklist for the system you will be recovering.

3.
Vary a non silo 36 trk tape drive unavailable to all systems.  This device will be used for the output tape(s).


Note:  Tape drive 810 is the default device for all LPARs except CENTROBE’s on the AMDAHL machine.

4.
Obtain SADUMP DASD DEV # addr information from WEEKNOTES or online member: 





TSC1A.SSG.MANGER(STANDA).  For CENTROBE see procedure For An LPAR On The AMDAHL.
The following has been provided by Software to perform the requested Standalone Dumps.

· output tapes (SAD001-10) set aside in the black glass cabinet in the control center for dump output.

· input tape (SADUM2) in the black glass cabinet.  This tape has been created by Software in the event the DASD device which the standalone data resides on is unavailable.  If this is the case, RMS will be required to vary a 2nd non silo 36 trk tape drive unavailable to all systems.  This device will be used for the SADUM2 input tape.

3.2.9.1

For An LPAR On The HDS P85/CMOS Machine

A. Enter:
Call SLPOP if not already at the LPAR OPERATOR CONTROL screen.

B. Enter:
SEL L=SAxx 
for the LPAR to be dumped.

C. Enter
HA
to halt the logical processor.

(If you are doing a stand alone dump for testing purposes, do the EMERGENCY PRE-IPL PROCEDURES before continuing on.)
D. Enter:
O5
to STORE STATUS/S.  Only do one STORE STATUS when doing a standalone dump.  If a second STORE STATUS is issued it will clear all data and the dump will be useless.

· MAKE NOTE OF THE LAST SYSRES LOAD DEVICE USED TO IPL THE SYSTEM.

E. Enter
L1
Enter the SADUMP device address.



If doing the standalone dump from the input tape, enter the device addr of the 2nd 36 trk tape drive.



In both cases, only change the Load address parameter.  Do not change the Load Parm.

F. HAVE THE OUTPUT TAPE PRE-LOADED IN THE DRIVE PRIOR TO EXECUTING THE LOAD.

G. Enter:
O4
Do a LOAD without a CLEAR.  This starts the actual standalone dump.

H. Go to SYSTEM CONSOLE to continue with the standalone dump.

· SYSTEM CONSOLE FUNCTIONS:

1. Go to the system console and clear it if necessary.  (ESC key or the CLEAR / RESET key)

2. At message:
“AMD001A  OUTPUT DEVICE ADDRESS”

ENTER:

 The device address of tape unit the standalone tape volser is mounted on.

3. At message:

“AMD011A TITLE”

ENTER:

 The date, time, system and reason for IPL in glitches.  Example:  ‘ddmmyy hhmm SSSS rrrrrr’ 

4. At message:

“AMD005I DUMPING OF REAL STORAGE NOW IN PROGRESS”,








“AMD059D ENTER DUMP OR SET WITH OPTIONS LIST,  OR END”

REPLY:

 END

5. The Standalone dump is complete when the following message appears:





“DUMPING OF VIRTUAL STORAGE COMPLETE”

Note:  The system console may be in ‘X’ system at this time.

6. Immediately obtain the tapes from the tape pool area.  RMS needs to retain the tapes in the Control Center.  The Software group will use them to investigate the problem, and also for vendor escalation if required.

7. Ipl the system for production.

3.2.9.2

For An LPAR On The IBM S/390 CMOS Machine

A. Double click on the GROUPS icon

B. Double click on the CPC IMAGES icon.

C. Click on the LPAR to be dumped.  Verify that it is the only LPAR selected.

D. Halt the logical processor by double clicking on the STOP icon in the CPC RECOVERY task list.

(If you are doing a stand alone dump for testing purposes, do the EMERGENCY PRE-IPL PROCEDURES before continuing on)
E. Double click on the LOAD icon in the CPC RECOVERY task list.

F. Change the LOAD TYPE from CLEAR to NORMAL.
Do Not perform a LOAD CLEAR!

G. Click on the STORE STATUS field to select it. Only do one STORE STATUS when doing a standalone dump.  If a second STORE STATUS is issued it will clear all data and the dump will be useless.

H. MAKE NOTE OF THE LAST SYSRES LOAD DEVICE USED TO IPL THE SYSTEM.

I. Enter the SADUMP device address.



If doing the standalone dump from the input tape, enter the device addr of the 2nd 36 trk tape drive.



In both cases, only change the Load address parameter.  Do not change the Load Parm.

J. HAVE THE OUTPUT TAPE PRE-LOADED IN THE DRIVE PRIOR TO EXECUTING THE LOAD.

K. Click on the OK button.

L. Click on the YES button.

M. Go to SYSTEM CONSOLE to continue with the standalone dump.

· SYSTEM CONSOLE FUNCTIONS

1. Go to the system console and clear it if necessary.  (ESC key or the CLEAR / RESET key)

2. At message:
“AMD001A  OUTPUT DEVICE ADDRESS”

ENTER:

 The device address of tape unit the standalone tape volser is mounted on.

3. At message:

“AMD011A TITLE”

ENTER:

 The date, time, system and reason for IPL in glitches.  Example:  ‘ddmmyy hhmm SSSS rrrrrr’ 

4. At message:

“AMD005I DUMPING OF REAL STORAGE NOW IN PROGRESS”,








“AMD059D ENTER DUMP OR SET WITH OPTIONS LIST,  OR END”

REPLY:

 END

5. The Standalone dump is complete when the following message appears:





“DUMPING OF VIRTUAL STORAGE COMPLETE”

Note:  The system console may be in ‘X’ system at this time.

6. Immediately obtain the tapes from the tape pool area.  RMS needs to retain the tapes in the Control Center.  The Software group will use them to investigate the problem, and also for vendor escalation if required.

7. Ipl the system for production.

3.2.9.3

For An LPAR On The AMDAHL MILLENNIUM Machine

A. Highlight the appropriate LPAR in the MONITOR THE SYSTEM window.

B. Single click on the OPERATE option on the toolbar.

C. Single click on the STOP ALL LOGICAL PROCESSORS option on toolbar.

D. Click YES to acknowledge that you are sure you want to STOP PROCESSORS.

E. Single click on the OPERATE option on the toolbar.

F. Single click on the RECOVER option on the toolbar.

G. Single click on the STORE STATUS option.

H. Click OK to acknowledge that you are sure you want to STORE STATUS.

I. Click Yes to confirm the recovery action. 

J. Verify correct LPAR is still highlighted in the MONITOR THE SYSTEM window.

K. Single click on the OPERATE option on the toolbar.

L. Single click on the RECOVER option.

M. Select the LOAD NORMAL option

MAKE NOTE OF THE LAST SYSRES LOAD DEVICE USED TO IPL THE SYSTEM.

N. Enter the STANDALONE DEVICE ADDR in the sysres field.



This device address will be provided by the client TECH Support Team.



Device 313E is the current address that has been provided by TECH Support.



Only change the Load address parameter.  Do not change the Load Parm.

O. HAVE THE OUTPUT TAPE PRE-LOADED IN THE DRIVE PRIOR TO EXECUTING THE LOAD.

NOTE:  The macro which outlines the standalone dump for CENTROBE defines drive 38F0 as the DEFAULT 
output destination for the dump.  You will need several scratch tapes for the dump, and they should be placed in RMS and clearly marked as Dump Tapes.

P. Click YES to load and go to the SYSTEM CONSOLE to continue with the standalone dump. 

· SYSTEM CONSOLE FUNCTIONS

1. Go to the system console and clear it if necessary.  (ESC key or the CLEAR / RESET key)   If the SYSTEM CONSOLE is not available, select the OPERATING SYSTEM icon on the hardware console and select the LPAR being dumped.  Do a SEND COMMAND with no data entered on the command line and the standalone dump messages will now be routed to the hardware console.

2. At message:
“AMD001A  SPECIFY OUTPUT DEVICE ADDRESS (1)”

ENTER:

 The device address of tape unit the standalone tape volser is mounted on.

3. At message:
“AMD045A TAPE LABEL=XXXXX”.  Verify the volser matches the tape loaded in the drive and Reply ‘USE’.  Otherwise, enter the correct volser number.

4. At message:

“AMD011A TITLE=”

ENTER:

 The date, time system and reason for IPL in glitches.  Example:  ‘ddmmyy hhmm SSSS rrrrrr’ 

5. At message:

“AMD005I DUMPING OF REAL STORAGE NOW IN PROGRESS”,








“AMD059D ENTER ‘DUMP’ OR ‘SET’ WITH OPTIONS ‘LIST’,  OR ‘END’”

REPLY:

 END

6. The Standalone dump is complete when the following message appears:

“DUMPING OF VIRTUAL STORAGE COMPLETE”

Note:  The system console may be in ‘X’ system at this time.

7. Immediately obtain the tapes from the tape pool area.  RMS needs to retain the tapes in the Control Center.  The Software group will use them to investigate the problem, and also for vendor escalation if required.

8. IPL the system for production.

3.2.10 Perform On Request ACF2 Refresh/Rebuilds

SSMC/RMS performs ACF2 Rebuilds and Refreshes at the request of the INFO SECURITY.

For ACF2 Rebuilds RMS issues the following command:

· F ACF2,REBUILD(XXX)



Where XXX = specified resource.

For an AFC2 Refresh request, RMS issues the following commands:

· F ACF2,REFRESH

Reply to message:  ACF79340 OPERATOR FUNCTION:  ENTER AUTHORIZED LOGONID
RMS reply:
REFRESH
Reply to message:  ACF79507 OPERATOR FUNCTION:  ENTER PASSWORD
RMS reply:
REFRESH1



(Unless an alternate PASSWORD is supplied by INFO SECURITY)

Watch for the following message in system log:

ACF79507 GSO PROCESSING COMPLETED WITHOUT ERROR

NOTE:
ACF2 REFRESHES NORMALLY GO IN WITH SYSTEM MAINT. DURING SCHEDULED IPL WK-ENDS.  IN THE EVENT AN ON REQUEST REFRESH IS REQUESTED, INFO SECURITY SHOULD SUPPLY SSMC/RMS WITH A REFERENCE TICKET.

3.3

Monitor System and Resolve System Problems

3.3.1
Utilize AOS

Automated Operating System (AOS) is a package used to automate operator tasks via message processing.  It runs in conjunction with the IBM product called NETVIEW.  AOS responds to events within the system via a message or a predefined time interval, and is a valuable tool for the RMS operator, both for its delivery of messages and alerts, and for its ability to route commands/CLISTs from the operator across all MVS systems.  Examples of common AOS operator CLISTs and commands can be found in the RMS Reference/Training manuals.

3.3.1.1

Purge AOS Timers

In the event an AOS Timer needs to be purged, an RMS operator performs the following commands on the corresponding 1A/1B/1C/1E or 1N system platform.

· For REGION timers issue the following commands:
1. LIST TIMER=ALL,OP=AOSUT  (To display timers)

2. Note:  ID:CssCICnn  (Where ss = system id & nn = region id)

3. PURGE TIMER=CssCICnn,OP=AOSUT

4. LIST TIMER=CssCICnn,OP=AOSUT  (To confirm)

· For MISC JES timers issue the following commands on AOS:

1. SAAEJESD  (To display timers)

2. Note: ID=Jxxxxx  (All timers start with J)

3. AEXEC ID=Jxxxxx,PURGE

4. AEXEC ID=Jxxxxx,list  (To confirm)

For on-line listings and additional reference information browse PSC1x.OACLB.TURNOVER(AUTOCMss)

on the corresponding system.  (Where x = A/B/C/E/N & ss = 01/06/18/19/20/21/22/72/75)

For a reference listing of supported REXX execs that are used to control and manage the AEXEC timers,

BR SAAEJES on AOS19  (DISPLAYS OTHER OPTION KEYWORDS; ENABLE/DISABLE & ALSO THE RESET COMMAND WHICH IS ONLY USED WITH AUTHORIZATION FROM AUTOMATION)

3.3.1.2

Manage AOS Alert Tables

RMS is responsible for various tables which AOS uses to monitor critical devices and links.  The tables are located in PSC1N.OACLB.TURNOVER.  The various member names and what they are used for are listed below:

	MEMBER
	DESCRIPTION

	AOSTANDW
	Philips LU/printer pairs

	AOSTBOT
	Infobot terminal for automated terminal resets

	AOSTFAPS
	FAPS Student Commission lines/PU’s

	AOSTHDS
	HDS lines

	AOSTINN
	Link stations

	AOSTMISC
	Miscellaneous devices

	AOSTNCP
	Channel attached and remote NCP’s

	AOSTPOM
	Pomona controllers


There are duplicate tables on the A-side and the B-side.  Any permanent changes to tables on the N-side need to be made to the corresponding tables on the other systems. This will ensure that if the gateway is moved to another system, the correct devices and links will be monitored.  The duplicate tables reside in the TURNOVER libraries on each of the other systems.

After a table is updated, it must be reinitialized.  To do this issue the Clist ‘SAATLOAD’ on the current gateway system.

You may also temporarily add or delete entries from a table using the following commands:

· TABLED  AOSTxxxx  entry
Deletes an entry from the specified table.

· TABLEA  AOSTxxxx  entry
Adds an entry to the specified table.

Example:  Entering  ‘TABLED  AOSTBOT  TFFEY290’  will temporarily delete terminal TFFEY290 from the AOSTBOT table

The tables are reloaded by AOS at 00:01 each morning.  Any temporary changes made to the tables will be cleared out at this time.  If you need to clear out a temporary change before 00:01 you can issue the SAATLOAD Clist or issue the counter-command.  WARNING:  Entering the SAATLOAD Clist will clear out ALL temporary changes.

To display a table issue the command:

· TABLER  AOSTxxxx  ALL

3.3.2
Monitor and Utilize Omegamon

OMEGAMON is a software subsystem that runs as a started task (STC) on each of SSMC’s MVS systems.  It is sometimes referred to as an “MVS Monitoring System” because it monitors the MVS system for possible bottlenecks and other system problems.  It is a valuable tool for the RMS operator.

· LOGGING ON TO OMEGAMON

Command:
LOGON APPLID(ATFCICSM) LOGMODE(D4A32XX3)

· OMEGAMON LOGGING

During a major system malfunction it is critical to provide Software Support with as much information as possible.  Operational tools such as MVS OMEGAMON, to include system and machine logs, will help achieve this goal.  Attempt to capture event by turning on “LOG” function, so that every screen presented for problem diagnosis will be captured for further review by Software.

These logs can be performed using either STATMON or dedicated OMEGAMON:

1. /LOGON


Begin appropriate screen fetches.  Each time the screen is refreshed, a picture of that 






screen will be saved in OBVTAM.

2. /LOGOFF


Log turned off and output awaiting print under jobname “omegamon”

3. /LOGOUT


Logged data is sent to output queue

Enter these commands from the command line in Omegamon.

· DEXAN

DEXAN is a very useful tool to pinpoint a problem. To start DEXAN:

1. Type DEXAN on command line in OMEGAMON

2. Replace the xxxxxxxx with the jobname to research on each line requesting a jobname.  Remove the “(” symbol to the left of each line, using the DELETE key.  Do not delete the “>” on the line where “END” is located.

To stop DEXAN:

1. Remove the “(” symbol on the “END” line using the DELETE key.

2. Turn off Dexan when finished: type in DEXOFF on command line.  Then
#xx

where xx is the system that you are logged on to (18,19,06,etc.) to return to original screen setup.

Other helpful OMEGAMON commands regarding such functions as Exception Analysis or DASD Subsystem Analysis are in the RMS Reference/Training manuals, and in the reference RMS console “flipcards.”

3.3.2.1

Identify “Looping” Jobs

In layman’s terms, a looping job is one that continues processing the same instruction(s) over and over without taking in any new input or generating any output.  Generally, the symptoms of a looping job will be that it is not taking any I/O or increasing EXCPs, and it may be taking a high percentage of CPU.  However, if a job is in a “slow loop”  the high CPU symptom may not be identifiable, and jobs working in DB2 or an ADABAS may only appear to be looping.

· CHECKING OMEGAMON:

In Omegamon, the first clue to a looping job is usually that it is taking a high percentage of CPU (spiking) for an extended period of time.  If this symptom is displayed, the job should be investigated further.  The following commands may be entered on the command line to determine if the job is indeed looping:

a. JOBS  This will show batch jobs executing.  Note whether the IOJ is increasing.  If not, it may be looping.

b. ZBATCH  Also shows batch jobs executing.  Note the TMTR time the job has been processing.  Again, the IOJ is displayed on this screen.

c. DEXAN  Degradation EXception ANalyzer; analyzes job performance.

d. #05  This may show device reserved or allocated.

· CHECKING SAM:
In SAM, you can display job resources on the system on which a job is executing by selecting DR (display MVS resources) from the SAM Primary Menu.  To check for looping jobs, limit the DR display to jobtype “J”, leave the jobname blank; this will display all batch jobs executing on the system.  Then sort by “POS” to isolate jobs that are “IN” or sort by “SIO” in ascending order to look first at jobs that are taking no SIO.  Investigate any jobs that are taking no SIO and no EXCPCNT increase for an extended time.

An operator will become familiar with jobs that ‘appear’ to be looping during normal processing (i.e., EIMS* Billing jobs).  If unsure whether a job is looping or not, check the JCL for the step currently executing to see if it is working in a database.  Seek further assistance from the shift OTA and/or other team members who may have encountered this situation in the past.

Once a job that appears to be looping is identified, have the cycle monitor contact the appropriate SE to check it out.  If it is a test job, it may be more convenient for the RMS operator to deal with the SE directly.

3.3.3
Manage Job Contention/Allocation and Job Dequeueing

The following is a set of procedures to follow when troubleshooting a possible enqueue problem:

· To determine contention/allocation

Issue the command:


D  GRS,C






to display contention


D  GRS,RES=(SYSIEFSD,*)


to display allocation

You may have to cancel the job/task causing the contention or allocation.

There may be instances when a job/task that ended or was cancelled may still be allocated to the system.

1. Check the syslogs for the message code “XNQ3706I”.  Write down the queue name, resource name, and jobname on the message code.

2. Log into TSO and do an E.Q in ISPF.  Put in the jobname that you got from the syslogs, or the queue name and resource name together.  Press ENTER.

If you find a job/task still allocated, and that job/task is no longer in the system, you may have to dequeue it.
· To dequeue a job/task

1. Log into TSO and select the ‘TSO COMMAND’ option (=6)

2. Enter     XENQCP

3. Enter     JOBN

And write down the ASID, you will need this for the dequeue.

At this point, you are ready for the dequeue.  Be absolutely sure of the job/task you will be releasing.  If you are unsure, call the oncall MVS Software person.

4. Enter     DQJB

5. You will get the message “ENTER JOBNAME TO BE RELEASED”.  Enter the jobname.

6. You will get the message “ENTER 4 CHARACTER CPUID”.  Enter the cpuid that the job/task is allocated to.

7. You will get the message “ENTER ASID IN HEX”.  Enter the hex asid.

After following the above steps, you will get a message saying “SUCCESSFULLY DEQUEUED”.

3.3.4
Manage “Emergency” SMF Dumps

AOS dumps SMF datasets as they become full, and will demand in jobs to dump these datasets.  Occasionally, the jobs will not run in time, and it will become necessary for RMS to have BEXEC demand in “emergency backup” jobs in their place.

AOS has been setup to dump the SMF datasets as each dataset becomes full, and at midnight.  AOS will demand in TASSMF(31-36) for 231A, TASSMF(41-46) for 241A, and TASSMF(91-96) for SA19.  AOS is set up to alert the RMS operators if the threshold for dumping is exceeded.  This means that if the first dataset (1 of 6) is full, AOS should submit the dump job.  If the 2nd dataset is full and the dump job is not running, AOS will notify the operators that the threshold has been exceeded (with a yellow alert).  AOS will keep track of the number of times SMF data was dumped on each system from midnight to midnight.  If the number of dumps exceeds 10, AOS will alert RMS to notify the Billing oncall person.

If the dump data sets are full, which means AOS did not dump the datasets, the “emergency backup” jobs can be demanded in by BEXEC operators:

	SYSTEM
	JOBNAME
	SCHEDULE
	LIBRARY

	231A
	TASSMFD3
	TASSX030
	PTASS.SIMSC.SCHEDULE

	241A
	TASSMFD4
	TASSX030
	PTASS.SIMSC.SCHEDULE

	SA19
	TASSMFD9
	TASSX030
	PTASS.SIMSC.SCHEDULE

	SA18
	TASSMF(81-86)
	SIMXX030
	PTASS.SIMSC.SCHEDULE

	SA20
	TASSMF(01-06)
	SIMXX030
	PTASS.SIMSC.SCHEDULE

	SA06
	TASSMFD1
	ABCSMF
	PTASS.ABCSC.SCHEDULE

	SA01
	TASSMF(11-16)
	SIMXX030
	PTASS.SIMSC.SCHEDULE

	SA75
	TASSMFD5
	SIMXX030
	PTASS.SIMSC.SCHEDULE

	SA72
	TASSMFD2
	SIMXX030
	PTASS.SIMSC.SCHEDULE


· COMMANDS:

D SMF
Displays the status of SMF data sets, how many are full

D SMF,S
Displays the status of SMF data sets and their data set names

3.3.5
Perform DUMP COMMs/Manage SYS1.DUMP Data Sets

System dumps (SDUMPS) are taken as required by system recovery routines.  User dumps are taken by the system during error termination processing of a user task or in response to a dump request made by a user or macro instruction.  The dump command causes a system dump of virtual storage and is stored in a SYS1.DUMP data set.

3.3.5.1

Perform Dump Comms

System dumps (SDUMPS) are taken as required by system recovery routines.  User dumps are taken by the system during error termination processing of a user task or in response to a dump request made by a user or macro instruction.  The dump command causes a system dump of virtual storage.  The dump is stored in a SYS1.DUMP data set.

Enter:

	DUMP COMM=(title)
	Title is short description of the problem

	Reply to WTOR with one of the following:
	

	xxJOBNAME=(job name)
	with actual jobname (i.e.,CICSP01)

	xxTSONAME=(userID)
	with the userID

	xxASID=(address,address)
	with the address space(s) 


3.3.5.2

Clearing Dump Data Sets

To display dump data sets issue the following command:

D D,T

This will display the status of the dump data sets on that particular system, the number of available dump data sets, the number of full data sets, the names of the full data sets, etc.

When RMS receives an AOS alert stating that available SYS1.DUMP data sets are running low (during business hours), the ISSG group must be notified immediately.  If given permission to delete some of the dump data sets, the commands are:

	DD CLEAR,DSN=xx
	to delete dump data set # xx

	DD CLEAR,DSN=(xx-xx)
	to delete blocks of data sets

	DD CLEAR,DSN=(xx,xx,xx)
	to delete numerous data sets

	DD CLEAR,DSN=(xx,xx-xx,xx-xx,xx)
	to delete various data sets


During non-business hours, RMS may investigate on their own and delete datasets as they see fit.  Candidates for deletion are:  dumps of userid’s, duplicate dumps which have been out there a long time, and duplicate dumps of test regions.

3.3.6
Emergency Recovery Procedures

These procedures are provided in the unlikely event that you lose an entire CPU and all of it’s individual systems.  Immediately notify the vendor and the oncall hardware person.  When they have recovered the box, perform the following steps PRIOR TO attempting to recover the individual systems.

1. Verify IOCDS slot per TSC1A.SSG.MANAGER(SLOTS)
2. Perform POR as necessary per procedures in this manual.

3. Perform Emergency Pre-IPL’s as necessary on individual systems per procedures in this manual.

4. Perform all necessary notifications and documentation.

3.3.6.1

Perform Emergency Pre-Ipl

The intent of this documentation is to provide RMS operators with action tasks that must be performed in the event of a system crash.  During a major system malfunction, it is critical to provide Software Support as much information as possible.  Operational tools such as MVS Omegamon, to include system and machine logs, will help  achieve this goal.

If requested by Software Support, or where appropriate:

1. Perform Omegamon Logging procedures in an attempt to capture the event for further review.

2. Perform a Dump Comm of the job, STC, or userid in question (follow work instructions in “Perform DUMP COMMs”).

3. Perform Emergency Pre-IPL and complete checklist ICSRMSEM - EMERGENCY PRE-IPL Checklist.

4. Perform all necessary notifications and documentation.

3.3.6.1.1
Reset JES2 Checkpoint Lock / $ECHKPTLOCK,HELDBY=XXXX Command

When a system within a multi-access spool configuration fails while holding the JES2 Checkpoint Lock, other systems within the complex cannot access the checkpoint data set.  Use the $E command to reset the checkpoint that was set by a failed system.  The system upon which the command was issued attempts to reset the lock.  Complete and file checklist ICSRMSEM - EMERGENCY PRE-IPL Checklist.

This section pertains to complexes where more than one JES2 (one per host) share the same JES2 Checkpoint Data Set.

Use the $ECHKPTLOCK,HELDBY=XXXX command after the $HASP264 message indicating that the Checkpoint Lock is held by a failed system (confirm that the system has actually failed before doing this).  Check the operator response to any JES2 termination message for the failed system before issuing this command (the other system may be trying to take a dump; reply to that WTOR first).

$HASP264 - WAITING FOR RELEASE OF JES2 CKPT LOCK BY “SYSNAME”

· Issue the following on ONE of the other systems:

$ECHKPTLOCK,HELDBY=XXXX where xxxx is the system to be IPLed.  This releases the checkpoint lock.

$EMEMBER(XXXX) where xxxx is the failed system.  Jobs on the failed system will be requeued.

WARNING!!!   These commands need only be entered once.  Once issued, the IPL of the “SMFID” (failed host) identified cannot be cancelled.  The failed host must be IPLed in order for JES2 to resync with the JES2 applications on the other hosts.

If a system is a shared JES2 environment that has just been IPLed, it will put a reserve on the JES2 Checkpoint data set while the Warm-start is in progress.  This may cause the message that the other systems are waiting for the JES2 Checkpoint or cause users or printers to lock up.  Software considers this to be a normal occurrence that may take up to 20 minutes to clear.

NOTE:  Do not attempt to Re-IPL a system while JES2 is in a Warm Start status as this may corrupt the JES2 Checkpoint and may result in a JES Cold Start.

3.3.6.2

Manage GRS

GRS (Global Resource Serialization),  is an important component of the MVS Multi-System coupling strategy, providing a serialization mechanism across loosely coupled MVS Systems.

D  GRS  is the command which displays the status of each system in the complex.  It is the operator’s primary way of checking Ring processing and determining the source of problems.

· DISPLAYING RING STATUS 
The D GRS command shows the state of each system in the COMPLEX and the status of the links that connect the systems.  NOTE:   D GRS  shows SYSTEM status only as it relates to the GRS RING.  D GRS does not reflect how well a system is running generally; for example, MVS on a system shown as QUIESCED or INACTIVE in the GRS complex might run successfully for quite a while. You can also use D GRS to display the local and global resources requested by the systems in a Ring, contention information, or the contents of the RNLs(resource name lists).

You can issue D GRS from any system in a RING, and at any time after the RING has been started.  The D GRS display shows the status of the RING from that system’s point of view; thus, the displays issued from different systems might show different results. D GRS is most useful however, when a RING FAILURE has OCCURRED. It can help the operator to make informed decisions about the Cause of an ERROR and the correct response to the problem.  NOTE:  that it does NOT diagnose a PROBLEM; it simply reports STATUS.

· Explanation of data and values produced by the  D  GRS  command:

SYSTEM:
 The name of the system.  The first system shown is the system on which command was entered.

STATE:

The state of the system at the time when the command was issued.  There are 7 possible states:

· Active - The system is part of the RING and is actively participating in GRS.  Active is the normal  condition. The system accepts all commands related to RING processing.

· Quiesced - The system is temporarily suspended from the RING, in response to either a RING disruption or operator command.  The system does not have current information about global resources and is not currently processing global resource requests.  Users of global resources retain ownership, but any users who try to obtain or free a global resource are suspended.  The system remains QUIESCED, and the users remain suspended, until the system is RESTARTED.  NOTE:  Access to local resources is not affected, but an attempt to cancel a job might not succeed if a global resource is involved. 

· Inactive - The system is not part of the RING.  INACTIVE appears when a RING DISRUPTION has occurred. The system has current information about global resources but is not currently processing global resource requests.  Users of global resources retain ownership, but any users who try to obtain or release a global resource are suspended.  Multiple systems can be INACTIVE, and an inactive system can restart the RING.  An INACTIVE system remains inactive until any system in the complex is restarted.  NOTE: Access to local resources is not affected, but an attempt to cancel a job might not succeed if a global resource is involved.

· Joining - The system is JOINING the RING as part of its IPL process.

· Restarting - The system is RE-ENTering the RING as a result of a RESTART command. 

· Active + Vary - The system is executing a VARY GRS command.

· Active + Wait - A VARY GRS command was issued. but it is waiting because another VARY GRS command is now executing.  When Active + Wait appears, another system normally shows ACTIVE + VARY. 

· COMM - An indication of whether or not the system has responded to a request for status.  “YES” indicates that the system shown can communicate with the system issuing D GRS.  “NO” indicates that there is no communication link, the system is temporarily stopped, or the system has failed.  If “NO” appears, the state shown for the system might not be accurate.  The field is blank for the system that issued D GRS.

LINK :

The address of each CTC(channel to channel) data link defined for GRS on the system.

STATUS:
The status of the LINK.  There are 4 possible states:

· IN-USE - The link is a primary link now being used to send the RSA(RING SYSTEM AUTHORITY) message from one system to another.  IN-USE appears only for a link that connects active systems.

· ALTERNATE - The link is an alternate.  If a primary link fails, an alternate link can automatically replace it.  An alternate link used for ring acceleration replaces a failed primary link.  It can no longer send the ring acceleration signal.

· DISABLED - The link is not physically connected or was taken offline because of an error.

· QUIET - The link does not have any apparent problems, but the system it connects to did not respond to the request for status.

TARGET:
 The name of the system that last responded from the other side of the link.  The field is blank        when the link has been disabled since the IPL of the system or when the system did not respond to the request for status. 

· VARY GRS Commands:

VARY GRS (xxxx),QUIESCE
Where xxxx is the system to be quiesced (SA18 or SA20) or (231A, 241A, or SA19)

· Issued before temporarily stopping a system to avoid causing a RING disruption.

· Allows other systems to process GLOBAL requests without the QUIESCED system.

· HELD resources CANNOT be released while Quiesced.

· NEW ENQ requests wait while QUIESCED.

· D  GRS   will show an INACTIVE state for the quiesced system.

VARY GRS(xxxx),PURGE
Where xxxx is the system to be quiesced (SA18 or SA20) or (231A, 241A, or SA19)

· Issued when a system is going to be RE-IPLED; This frees up the GLOBAL ENQ’s.

· Allows other systems to have access to those resources.

· SYSTEM should not be using those resources.

· D  GRS   will not display the purged system since it is no longer in the GRS ring.

VARY GRS (xxxx),RESTART
Where xxxx is the system to be quiesced (SA18 or SA20) or (231A, 241A, or SA19)

OR

VARY GRS (ALL),RESTART

· Restart a QUIESCED system into the RING.

· RESTART a system or ALL systems after a RING disruption.

· RESTART a complex of all QUIESCED systems.

· A system that has been PURGED cannot be restarted, it must be IPL’d.

· SPLIT RINGS:

SPLIT RINGS can occur when more than one operator tries to RESTART the RING at the same time, causing the RING to SPLIT into MULTIPLE independent RINGS, each able to grant access to global resources at the same time. SPLIT RINGS create a SEVERE DATA INTEGRITY EXPOSURE.

Actions you can take to avoid SPLIT RINGS include:

· ENSURE that an operator issues VARY GRS(ALL),RESTART only from an INACTIVE system.

· ENSURE that ONLY ONE operator issues VARY GRS(ALL),RESTART.

· PROVIDE alternate LINKS.

· Specify RESTART(YES) whenever possible, which allows automatic restart and reduces operator intervention in recovery from a RING disruption.

***NOTE***  AN OPERATOR trying to restart the RING should always issue:

VARY GRS(ALL),RESTART to restart all of the systems rather than VARY GRS(sysname),RESTART to restart a specific system.

When the operator issues VARY GRS(ALL),RESTART,  GRS issues the following MESSAGES:

ISG026I  system sysx may create a SPLIT RING if any other GRS system is active.  Verify that no 

GRS system is active before confirming RESTART 

ISG027D Confirm RESTART RING for system sysx - reply NO or YES
BEFORE replying to message ISG027D, the operator must issue D GRS and/or check with the other OPERATORS to VERIFY that there are NO active systems.

· If ALL other systems are INACTIVE, the OPERATOR can safely reply YES to CONTINUE the RESTART.

· If any system is ACTIVE, the OPERATOR MUST reply NO to avoid SPLIT RINGS.

TO AVOID THE POSSIBILITY OF  SPLIT RINGS, ENSURE THAT THE OPERATORS ISSUE:

VARY GRS(ALL),RESTART  WITH EXTREME CARE.

Other GRS and GRS-related commands:

· D  GRS,ALL






shows all inclusions, exclusions, and conversions

· D  GRS,C






shows contentions

· :OU,xxx







where xxx is the CTC link

· D  GRS,RES=(qname,rname)


to display resource info about who has requested a resource











example: (SYSDSN,EDSBT.HNU.DATAIN)











(SYS*,EDSBT.HNU.*)
input can be wild-carded











(*,volser)



input can be wild-carded

NOTE:  If wild-carding, be aware that some commands will produce a large amount of output.  Be careful!

· Answering the WTOR at IPL/system start-up:

The FIRST system to come up on a complex will issue a WTOR stating “NO ACTIVE GRS SYSTEM” because he IS the first system up on that complex.  Respond  START  to the WTOR.

If this WTOR is received when there really IS another system already up on the complex, there is a problem which must be investigated before responding to the WTOR.  Proceed as follows:

1. Enter the   D  GRS   command to display the CTC link as well as other information.

2. Display the CTC link (:OU,xxx) to see if it is down for some reason.

3. Check the chpid next.  D  M=DEV(xxx) to get chpid, then  D  M=CHP(xx), and check the path to the link

4. If a problem can be found with the link, path, etc. and it can be resolved, then respond  JOIN  to the WTOR.

5. If the problem cannot be identified, notify SOFTWARE for assistance immediately.

NOTE:
For more information on GRS, refer to the RMS Reference/Training “GRS Primer/Commands” binder.

3.3.7
Recycle VTAMPRNT

Recycle VTAMPRNT when requested by the MVS Software group, ISSG (SOFTOLS) group, or any Fremont account SE (SYS4.SERESP(FPIC20##)).

· Detailed Instructions:

1. Enter  A.V





in TSO of the 1A system upon which VTAMPRNT runs (usually 241A)

2. Enter OAC





as the userid

3. Select Option 1




to access printers

4. Enter  P






next to all active printers to drain them

5. Enter  F  or  Z 




next to printers that refuse to drain

6. Enter  KILL





from the command line

7. Enter  S VTAMPRNT 


from AOS21 once the application is all the way out.

8. Enter  F CICSPP1,CEMT S CONN(VPRT) INS ACQ









to acquire VTAMPRNT to region.

9. Enter  F CICSPP1,CEMT I CONN(VPRT)









From AOS21 to ensure VTAMPRNT is acquired to region.

3.3.8
Manage Master Catalog WTOR’s

MVS Software and Storage Administration should be the only groups updating the master catalog and they will respond to their own WTOR’s.  Any other user should be denied access to the master catalog.  SSMC/RMS will ensure no unauthorized access by responding   ‘M’   to Master Catalog WTOR ‘s as many times as necessary until the WTOR no longer appears.

An example of this WTOR is:




*00  IEC301A  S  JOB  jobname  DSNAME  SYS1.MCATSAxx

The  S in the WTOR indicates that the dataset is security protected, and a password is required before the dataset can be accessed.  While the WTOR is waiting for a reply, the master catalog is hung up, and a hardware reserve is placed on the dasd volume where the catalog resides.  As a result, any user, job, or started task that needs data on that particular volume is hung up.  Therefore, it is essential that the RMS group responds  M  to these types of WTOR’s promptly.

APPENDIX A
- Retention Periods for Quality Records

For a complete listing of RMS quality records, refer to the Resource Management/Online Operations Work Procedures Manual (IPSRMS00).  This Appendix lists only those documents that are referenced within this manual.

	RECORD NAME
	RET.

PERIOD
	DESCRIPTION
	LOCATION

	DISKMAP
	min. 1 day
	DASD Volume/Unit Summary
	RMS binder #8

	ICSRMSEM
	min. 3 moo
	Completed Emergency Pre-Ipl Checklist
	“Completed System Maint Checklists” binder for approx. 1 mo.; then filed in RMS filing cabinet

	ICSRMSJ*
	min. 3 mo
	Completed MVS Systems - JES2 Hotstart Checklists
	“Completed System Maint Checklists” binder for approx. 1 mo.; then filed in RMS filing cabinet

	ICSRMSL*
	min. 3 mo
	Completed LPAR Information checklists (HDS GX-P85/CMOS CPU Configuration Tables)
	“Completed System Maint Checklists” binder for approx. 1 mo.; then filed in RMS filing cabinet

	ICSRMSI* ICSRMSM*

ICSRMSN*
	min. 3 mo
	Completed MVS Systems - Drain, IPL, & Post-Ipl Checklists
	“Completed System Maint Checklists” binder for approx. 1 mo.; then filed in RMS filing cabinet

	ICSRMSSV
	min. 3 mo
	Completed HDS IOCDS SLOT Verification Checklists
	“Completed System Maint Checklists” binder for approx. 1 mo.; then filed in RMS filing cabinet

	ICSRMSWJ
	min. 3 mo
	Completed Weekend Maintenance Job List
	“Completed System Maint Checklists” binder for approx. 1 mo.; then filed in RMS filing cabinet

	LTR/IMSRMS03
	min. 1 yr.
	Completed LTRs (Lost Time Reports)
	filed in “LTR” binder for approx. 1 month; then filed in RMS filing cabinet

	MSTRLOG/

MSTRWEEK
	min 11 mo
	MSTRLOG and MSTRWEEK weekly print-out
	filed online for at least 1 week, then weekly printout is filed in RMS filing cabinet

	TURN1-31
	min. 10 days
	contains additional T/O information
	online members in PSC1A.OACLB.TURNOVER(TURNxx)

	WEEKNOTES
	min. 1 mo
	weekend maint schedule; includes change mgmt tickets/records
	filed in RMS filing cabinet
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