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1. INTRODUCTION

1.1 Background

The use of Living PSAs{i} during nuclear power plant operation has been addressed fairly extensively over the past few years. In particular, a series of four international workshops was held on Living PSA [1] and one on reliability data collection for Living PSA [2]. In addition there have been IAEA publications [3]. [expand]

One of the specific applications of Living PSA is the Risk Monitor{i} which is a real-time analysis tool used to determine the instantaneous risk based on the actual status of the systems and components. These are being used to provide risk information to the operators and regulators for use in the decision making process to ensure the safe operation of nuclear power plants. 

The first Risk Monitors were put into service in the UK in 1988. Since then the number of applications world-wide has been increasing. This is arguably the most influential development of PSA and the number in service has increased rapidly in recent years. In view of this, it is a good time for OECD and IAEA to review the current state of the art in this area.

1.2 Aim of the work

The aim is to determine what the state of the art is in the development of Risk Monitors and their use in making risk informed decisions during nuclear power plant operation.

The work will:

· describe the state of the art in the development and use of Risk Monitors at nuclear power plants,

· provide information on the software packages available for Risk Monitors,

· gives information on the issues relating to the design of the Risk Monitor interface so that it gives a tool that can be used by all station staff,

· discusses the Operational Safety Criteria that are currently being used in Risk Monitor applications, investigates the basis for these criteria and proposes a scheme for justifying such criteria,

· discusses the regulatory perspective on the use of Risk Monitors to provide risk information which can be used during nuclear power plant operation, and

· gives insights into the costs involved.

As well as providing information on the state of the art, the report will also identify the issues that need to be addressed in the development and use of a basic PSA for use in a Risk Monitor application and gives guidance on how these issues can be resolved.

The report also identifies the limitations in the use of Risk Monitors and gives insights into the perspectives of the Regulatory Authorities in the Member countries

1.3 Way of working

This task is being carried out jointly by WG RISK and IAEA. The information presented in this report has been obtained from a number of sources as follows:

· questionnaires on the development and use of Risk Monitors, software and Regulatory perspectives,

· OECD and IAEA Workshops on Risk Monitors, and

· WG RISK Task Group Meetings and IAEA consultants meetings.

1.4 Structure of the report

Section 2 defines the terminology used in the report. This includes the agreed definitions of Living PSA and Risk Monitor. This section also gives definitions of the measures of risk used in the report such as baseline risk, annual average risk, point-in-time risk, annual cumulative core damage (or large early release) probability and the incremental core damage (or large early release) probability. This section also defines the terms plant configuration and configuration control. It also defines PSA terms such as dynamic events, environmental factors and the top logic model. It also provides a full description of the US NRC Maintenance Rule which is one of the main reasons identified for developing Risk Monitors.

Section 3 describes the current position on the development and use of Risk Monitors during power plant operation. This section provides an overview based on a sample of Risk Monitors currently in use throughout the world and describes the current position on Living PSA/ Risk Monitors, the application of Living PSA/ Risk Monitor, the current status of Risk Monitors, the organisational aspects of the use of the Risk Monitor, gives an overview of the software used in the Risk Monitor applications, how  the Living PSA model has been developed for use in the Risk Monitor and the problems encountered, how modifications to the Risk Monitor have been controlled, the results/ experiences/ lessons learned from the use of the Risk Monitor, the risk criteria used and future plans and activities.

Section 4 describes the software packages which are available for the development of a Risk Monitor. This includes the packages which are most widely used (SAFETY MONITOR, EOOS and ORAM-SENTINEL), those which are used in one-off applications (ESSM, LINKITT, etc.) and those which are under development (RISK MONSTER, RiskSpectrum RiskWatcher, etc.). A description of each of these software packages is given which includes the methods used, compatibility with the software used for the basic PSA, capabilities of the software, risk information provided, etc. and includes pictures of the output screens.

Section 5 discussed the technical issues which arise in converting a Living PSA for use in a Risk monitor application and gives guidance on how these issues should be tackled. This includes the PSA requirements, the development of a top logic model, the removal of asymmetries, the treatment of NOT logic, the modelling of cross connections between trains of systems, the modelling of common cause failure/ human error/ dynamic events in the PSA and the verification that the Risk Monitor PSA model is producing the same results as the basic PSA.

Section 6 discusses issues related to the use of the Risk Monitor and again gives guidance on how these issues should be tackled. This includes the development of the interface between plant components and the basic events in the PSA and the design of the Risk Monitor user interface. This section also considers the training required.

Section 7 discusses the Operational Safety Criteria which need to be defined for a Risk Monitor application and the calculation of the Allowed Configuration Time. This includes information on how this is done for the Risk Monitors which are currently in use at nuclear power plants, gives a comparison of these approaches and gives guidance on best practice.

Section 8 discusses the limitations in Risk Monitors. These relate to the limitations in the basic PSA, the limitations in the Risk Monitor software and the difficulties in applying the results produced by the Risk Monitor.

Section 9 gives some regulatory perspectives on the development and use of Risk Monitors.

Section 10 indicates the costs involved in the development of a basic PSA into a Risk Monitor application.

Section 11 gives the conclusions drawn from the work.

Section 12 lists the references cited in the report and includes a wider reading lists of papers describing particular Risk Monitor developments which have been consulted in the production of this report.

2. Terminology used in the report

2.1 Living PSA and Risk Monitor

The definitions of Living PSA and Risk Monitor given by IAEA have been adopted – see Reference [2]. These are as follows:

Living PSA

This is defined as:

“a PSA of the plant, which is updated as necessary to reflect the current design and operational features, and is documented in such a way that each aspect of the model can be directly related to existing plant information, plant documentation or the analysts' assumptions in the absence of such information. The LPSA would be used by designers, utility and regulatory personnel for a variety of purposes according to their needs, such as design verification, assessment of potential changes to the plant design or operation, design of training programs and assessment of changes to the plant licensing basis." 

Risk Monitor

Some PSA applications require the on-line use of the PSA models and rapid knowledge of the risk caused by the actual plant configuration. This requirement can be satisfied by using a special tool called a Safety Monitor or a Risk Monitor.

The term Risk Monitor is used here and this is defined as: 

"a plant specific real-time analysis tool used to determine the instantaneous risk based on the actual status of the systems and components. At any given time, the Risk Monitor reflects the current plant configuration in terms of the known status of the various systems and/ or components – for example, whether there are any components out of service for maintenance or tests. The Risk Monitor model is based on, and is consistent with, the LPSA. It is updated with the same frequency as the LPSA. The Risk Monitor is used by the plant staff in support of operational decisions". 

In this context, updating the Risk Monitor means the revision of the models and database as changes are made to the design and operation of the plant, as the level of understanding of the thermal-hydraulic performance or accident progression increases, or as improvements are made in modelling techniques. This updating needs to be done with the same frequency and in a manner consistent with the updating of the Living PSA. 

Updating does not include reconfiguration of the Risk Monitor to take account of plant being taken out of, or restored to, service for test maintenance or repair. This would be done frequently - on a daily basis or as often as necessary to monitor the operational risk of the plant.

In addition, the Risk Monitor can also be used by utility and regulatory personnel.

2.2 General terms

Plant configuration

The plant configuration relates to the state of plant systems and components which are under the control of the operators and is defined in terms of the current:

· plant alignments – that is, the selection of running and standby trains, electric power alignments, and whether cross connections between trains are open or closed,

· component outages – that is, the set of equipment which has been removed from service for test or maintenance. This could include situations where equipment has a partial function (for example, during a test, automatic start may be inhibited but manual start would still be possible) or the function is recoverable,

· activities being carried out on the plant which affect the risk – that is, where equipment damage, failures, or additional errors would lead to an increase in initiating event frequencies or component failure probabilities, and

· factors related to Plant Operational State, such as changes in operational mode, heat removal path/ configuration, reactor coolant system status and containment status.

Plant Operational Mode

This term refers to the different modes of operation of a Nuclear Power Plant which are defined in the plant documentation or technical specifications.

Plant Operational Mode is distinct from the PSA term Plant Operational State, the latter being defined in section 2.5.

Configuration control

Configuration control relates to the control of the plant configuration (that is, the plant alignments, component outages and the activities being carried out) to maintain the risk within acceptable limits. Traditionally, this has been done using the deterministic rules given in the plant Technical Specifications which are formulated to ensure that maintenance outages are controlled in such a way as to ensure that the safety systems have an adequate level of diversity, redundancy, etc. The current trend is to move towards a risk-informed approach using the information provided by a Risk Monitor to ensure that the occurrence and duration of plant configurations are managed in such a way as to keep both the point-in-time and cumulative risks at or below prescribed levels. An example of such an approach is the Configuration Risk Management Program (CRMP) of the USNRC.

Key Safety Functions

For shutdown, the qualitative risk measures are typically presented in the status of Key Safety Functions (KSFs) as defined in Reference [10]. Typical KSFs include:

· decay heat removal,

· inventory control,

· reactivity control,

· containment control,

· electric power, and

· spent fuel pool cooling.

For shutdown, the risk is typically measured by the level of defence-in-depth for the KSF. Qualitative risk is then communicated by an associated colour (typically using a four colour red-orange-yellow-green scheme) for each KSF.

Safety Function Status

Safety Function Status may be probabilistic or deterministic. In probabilistic terms, Safety Function Status refers to the calculated unavailability of the safety function, as calculated from a PSA model, taking account of known unavailabilities and environmental influences. In deterministic terms, Safety Function Status would be displayed according to a colour-coded scheme, where the colours are assigned according to deterministic rules based on what is known about unavailabilities and environmental influences.

2.3 Risk measures

The results from Living PSAs and Risk Monitors produce measures of the risk. These usually include the Core Damage Frequency (CDF) or the Large Early Release Frequency (LERF). Other risk measures are also used in some cases, these being safety function status, loss of cooling risk and boiling risk (which may be used during shutdown states). Risk Monitors that include deterministic risk results and criteria would also include qualitative risk measures for Safety Functions. Deterministic Safety Function Criteria can be established for both Power Operations and Shutdown States. However it would be typical to have a different set of Safety Functions for Power and Shutdown. The numerical values associated with quantitative risk measures are quoted in a number of ways which include:

· baseline risk,

· annual average risk,

· point-in-time risk,

· annual cumulative risk, and

· incremental risk.

Definitions of these terms and discussion of qualitative risk measures are provided in the following paragraphs.

Baseline risk
This is the level of risk from the plant assuming that all the equipment is available – that is, no equipment has been removed from service for maintenance or test. The baseline risk is normally quoted for full power operation. It depends on the scope of the PSA that has been carried out – that is, the range of internal initiating events (transients, loss of coolant accidents, etc.), internal hazards (internal fire, flood, etc.) and external hazards (seismic events, external fires, etc.) that have been included. It is possible to calculate a baseline risk for shutdown conditions.  However, this would require establishing a shutdown sequence to determine the zero maintenance risk levels.  The shutdown sequence would include the timing for outage details, including the expected shutdown Plant Operating States, the decay heat levels, operational systems, and reactor coolant system venting and level. Typically, shutdown risk calculations do not try to calculate a baseline risk, but instead use an average risk for most calculations. A calculation of baseline risk is based on the assumption that the operational state for which it is quoted would continue for the entire year (that is, there is no re-weighting according to operational state duration). The baseline risk is usually expressed in units of per reactor year. Some Risk Monitors calculate shutdown risk in units of per reactor hour.

Average risk
This is the measure of risk normally calculated by the PSA. The average risk can be calculated for full power operation and this is the level of risk when average maintenance unavailabilities are introduced into the model. Thus, it is always greater than the baseline risk. The average risk can also be calculated by averaging the risk over all the modes of operation of the plant (full power, low power and shutdown modes) and all the maintenance outages which could occur during these modes. In this latter case, each operational mode is weighted according to its relative duration. It is also common to calculate total average risk using an average risk for power and an average risk for shutdown, weighting each with its relative duration. The average risk is usually expressed in units of per reactor year.

Point-in-time risk
This is the level of risk which arises from a specific configuration of the plant and is what is calculated by a Risk Monitor. The point-in-time risk will change as the configuration of the plant changes and is usually expressed in units of per reactor year. In order to generate a “per reactor year” value, the calculation of point-in-time risk assumes that the existing configuration would continue for a whole year.

The term “point-in-time risk” is synonymous with other terms such as “instantaneous risk” and “configuration specific risk” which are also used.

The extent to which point-in-time risk values are truly representative of the point-in-time state of the plant depends on the extent to which all configuration and point-in-time specific conditions are represented in the Risk Monitor model. To achieve a truly point-in-time specific risk calculation, all current maintenance unavailabilities and current system alignments need to be represented. Furthermore, all impacts of the current configuration and environmental conditions on basic event values should be represented. Some examples of configuration-specific and environmental impacts are:

· the impact of adverse weather conditions on Loss of Offsite Power frequency,

· the impact of out of service instrumentation on information to the operator and hence on operator error probabilities, and

· modifications to common cause failure probabilities, (depending on the modelling approach used for common cause failure and depending on the reasons for component unavailability) as a result of trains of equipment have been removed from service.

Incremental risk
This is the contribution to annual cumulative risk either for a particular plant configuration, or a set of plant configuration. Some plants measure risk for a week’s maintenance schedule setting a goal for incremental risk for the week. Other plants may set a goal for incremental risk for a component maintenance event, which over the span of several days would encompass many individual configurations. Incremental risk is equal to the point-in-time risk multiplied by the relative duration (fraction of a year) of the configuration.

The incremental risk is not, strictly speaking, a probability. However, for small values of the underlying frequency parameters, the numerical value obtained from the above calculation is very close to that which would be obtained from a rigorous probability calculation. Thus, the terms incremental core damage probability and incremental large early release probability are sometimes used.

Use of incremental risk values in the calculation of Allowed Configuration Times (ACT) is described in section 7.3. It should be noted that two slightly different methodologies are used. In one case, the incremental risk as defined above is compared to a target. In the other case, an increment is calculated by multiplying the relative duration of the configuration by the change in point-in-time risk compared to a reference risk level, and the resulting value is compared to the target. The difference between the two methodologies is whether or not a reference level of risk is subtracted from the incremental risk before comparison to the target.

Annual cumulative risk
This is the sum of the incremental risk values for all the actual plant configurations which have occurred during the year.

The annual cumulative risk values are not, strictly speaking, probabilities. However, the terms annual cumulative core damage probability and annual cumulative large early release probability are sometimes used, for similar reasons to those explained under incremental risk.

2.4 Allowed Outage Time and Allowed Configuration Time

The discussion of Allowed Outage Times (AOTs) and Allowed Configuration Times (ACTs) given below relate to the maximum time for which a component/train unavailability or a plant configuration is allowed to persist before some action has to be taken to move the plant to a safer state – for example, by returning items of equipment to service or by shutting the plant down.

Allowed Outage Times

The AOTs for components and system trains given in the plant Technical Specifications for typical/ bounding plant configurations are mandatory requirements that need to be met by the plant operators. These requirements have traditionally been based on deterministic requirements but now are often based on risk information obtained from the basic PSA.

Allowed Configuration Times

In addition to the requirements given in the Technical Specifications, the time for which an actual plant configuration is allowed to persist is calculated and displayed by the Risk Monitor. This is sometimes referred to as an AOT and sometimes as an ACT depending on the Risk Monitor software used. In this report, the term Allowed Configuration Time is preferred. The term Allowed Outage Time is reserved for the mandatory requirements described in the previous section.

As discussed further in section 7.3, ACTs are calculated by comparing the incremental risk for the current plant configuration to a target value. Where the Risk Monitor calculates incremental risk for both Core Damage and Large Early Release, ACTs based on both would be calculated. The shorter of the two times would usually be displayed.

2.5 Terms related to the basic PSA model and the Risk Monitor model

Plant Operational State

The usual practice when developing a PSA model for the entire cycle of plant operation is to define a number of Plant Operational States. Plant Operational States are typically defined to so that the PSA can account for changes in success criteria, possible initiating events and system modelling issues such as maintenance, alignment and operating configuration. These changes typically arise because of changes in parameters such as the configuration of decay heat removal, decay heat level, coolant circuit temperature and pressure, coolant circuit status, on-going maintenance activities, etc. A distinct PSA model is usually developed for each Plant Operational State. In general, there is not a one-to-one correspondence between Plant Operational State and Plant Operational Mode. (A detailed discussion of Plant Operational States for a PSA is defined in Reference [13]).

The Risk Monitor may not need separate models for each Plant Operational State defined in the basic PSA since issues such as system alignment and initiating event frequencies can be adjusting according to plant conditions through the input of appropriate configuration and environmental factor information.

Top Logic model

One of the basic requirements for a Risk Monitor is that it should be able to produce a result in a very short time - typically within 1 to 5 minutes, which is generally very much shorter than that achieved by the basic PSA. It is not possible to do this using a PSA logic model that is based on event trees/ fault trees and this PSA model needs to be converted into a fault tree which is logically equivalent. This large fault tree is referred to as a Top Logic model.

Figure 2-1 Example top logic fault tree

To be provided

Dynamic events

In the Risk Monitor model, there are a number of initiating event frequencies and basic event probabilities which change depending on plant conditions. The reasons why this might happen include changes in the:

· decay heat level: As the decay heat level reduces, the time available for human actions would increase so that the human error probabilities would generally be lower,

· configuration of the plant: The removal of trains of a systems from service would reduce the level of redundancy and, depending on the modelling approach adopted and the reason for train unavailability, may lead to an increase in the values assigned to common cause failure basic events and

· plant environment: The frequency of initiating events such as loss of off-site power would be expected to be higher during adverse weather conditions.

Environmental factors

In the Risk Monitor, these factors relate to conditions affecting the plant risk which are outside the control of the operators which could include:

· adverse weather conditions – for example, high winds or snowfall, and

· off-site events – for example, a fire in the region of the power lines close to the plant, both of which could affect the frequency of loss of off-site power.

This does not include changes in the conditions in the plant rooms due to failure of the heating/ ventilation/ air conditioning systems. These environmental factors are within the control of the operators and such failures should be taken into account explicitly in the basic PSA. In general, the Risk Monitor represents the impact of environmental factors by applying a scaling factor to relevant basic event probabilities or initiating event frequencies.
2.6 Maintenance Rule

The US NRC Maintenance Rule requires plants to assess the risk prior to entering a planned maintenance configuration and immediately after entering a non-voluntary configuration. This requirement applies to all the modes of operation of the plant.

The Maintenance Rule is defined in Ref. [3] and guidance for implementing it is given in Refs. [4], [5] and [6].

The Maintenance Rule (a)(4) went into service in the USA on 28th November 2000 and has also been applied in other countries. Most of the plants which have applied the Maintenance Rule have used a Risk Monitor to demonstrate that his requirement has been met.

Development and use of Risk Monitors began prior to the establishment of risk-informed regulation and the maintenance rule. However, the main use of Risk Monitors in the USA is driven by meeting the maintenance rule guidance as well as risk-informed applications adopted by a plant. Plant PSA staff are continuing to expand the use of Risk Monitor software for additional risk-informed applications. However, long term improvements in Risk Monitor software and technology will still need to maintain the capability to meet the baseline requirements from the maintenance rule.

Detailed Maintenance Rule requirements for US plants are detailed in Reference [5], which states: “Before performing maintenance activities (including but not limited to surveillance, post- maintenance testing, and corrective and preventive maintenance), the licensee shall assess and manage the increase in risk that may result from the proposed maintenance activities. The scope of the assessment may be limited to those structures, systems, and components that a risk-informed evaluation process has shown to be significant to public health and safety”

In addition, this states that:

· “the assessment method may use quantitative approaches, qualitative approaches, or blended methods”,

· “the assessment process may be performed by a tool or method that considers quantitative insights from the PSA. This can take the form of using the PSA model, or using a safety monitor, matrix, or pre-analyzed list derived from the PSA insights”, and

· the assessment may be performed by a qualitative approach, by addressing the impact of the maintenance activity upon key safety functions, For power operation, key plant safety functions are those that ensure the integrity of the reactor coolant pressure boundary, ensure the capability to shut down and maintain the reactor in a safe shutdown condition, and ensure the capability to prevent or mitigate the consequences of accidents that could result in potentially significant offsite exposures.

It is possible to meet the Maintenance Rule (a)(4) and NEI/NUMARC guidance without the use of a Risk Monitor, most plants in the US have developed Risk Monitor models specifically, to meet this guidance. Most US plants use a Risk Monitor to meet the guidance for full power, but a majority continue to use deterministic criteria in defence in depth sheets or ORAM-Sentinel Software for shutdown. The US industry continues to develop more and more shutdown PSAs, and expanded use of a more blended approach for shutdown can be expected for most plants.

A discussion of the implementation of the Maintenance Rule is provided in section 6.0 of this report.

3. DEVELOPMENT OF RISK MONITORS

This section of the report presents the current position with respect to the development and use of Risk Monitors at nuclear power plants.

Since the first Risk Monitor - the Essential Systems Status Monitor (ESSM) was put into service at Heysham 2 in 1988, there has been a rapid growth in the number of Risk Monitors in service. There are now a large number of Risk Monitors in service in a large number of countries.

A survey was carried out in 1999 by WG RISK to collect information on the state of the art in the development and use of Risk Monitors. The way that the information was gathered was to issue a questionnaire to the member countries to get feedback on a number of topics which included:

Background information on the development and use of Risk Monitors including:

· the current position in each member country relating to the development and use of Risk Monitors,

· the reasons for developing a Risk Monitor,

· the specific PSA applications for which the Risk Monitor is used, and

· the current status of the Risk Monitor;

More detailed information about each of the specific Risk Monitors developed including:

· the organisational aspects of the use of the Risk Monitor,

· the software used in the Risk Monitor application,

· the development of initial PSA into the model use in the Risk Monitor, and

· the control of modifications to the Risk Monitor;

Detailed information about the experience gained from the use of the Risk Monitor including:

· the results, experiences and lessons learned from the use of the Risk Monitor,

· the risk criteria used in the Risk Monitor, and

· future plans and activities.

Replies were received from xx member countries.

This information was supplemented by information provided at the IAEA Workshop on Risk Monitors held at Ducovany from xx to xx xx 1999, the WG RISK Task Group meeting held in Paris from xx to xx June 2000. [This will need to be expanded to include the future meetings – IAEA consultants meetings, WG RISK Workshop to be held in Spain next year, etc].

The overall aim is that this section will provide a snapshot of the position on Risk Monitors at the time that the report is finalised. The aim is to provide as wide a perspective as possible.The information given below is based on what has been collected to date from the WG RISK questionnaire, the IAEA Workshop and other sources of information. This will need to be expanded as the work progresses.

I have a lot of other information available which I still need to put into the report.

3.1 Current position on Living PSA/ Risk Monitors

The survey identified a large number of Living PSAs/ Risk Monitors which have been developed for nuclear power plants - see Table 1.

An early draft of Table 1 is given which indicates the level of information I would expect to be provided. The ultimate aim will be to provide a complete list of the plants in the member counties and to indicate the position with respect to PSA/ Living PSA/ Risk Monitors at the time of writing the report.

Again, I have more detailed information which can be added.

3.2 Reasons for developing a Risk Monitor

The basis for the PSA model used in the Risk Monitor is the Living PSA model which reflects the current status of the design and operation of the plant and is of a quality that is suitable to support PSA applications. This is particularly important when the plant is being upgraded, perhaps as part of a Periodic Safety Review. This PSA model that is produced is then suitable for use in term risk informed decision making which occur in the longer term - that is, the identification of the dominant contributions to the risk, the identification of weaknesses in the design and operation of the plant where improvement could be made, the estimation of the change in the risk from improvements to the design or operation of the plant and the prioritisation of design and operational issues.

The living PSA can also be used as in input into the development of risk informed Technical Specifications, accident precursor analysis, etc.

The main reason for developing the Living PSA into a Risk Monitor is to have a PSA tool that can be used to provide risk information into the day to day management of operational safety. In particular, it can be used as an input into maintenance planning. In particular, the Risk monitor can be used to provide an input to ensure that maintenance activities are schedule in such a way that high peaks in the risk are avoided wherever possible. The Risk Monitor also provides information on which components should be returned to service before particular maintenance activities are carried out and which components are the most important ones during maintenance outages.

The development of a Risk Monitor is also seen as providing greater flexibility in operation. In particular, it can be used to provide justification that more maintenance can be carried out on-line without increasing the overall risk.

In some counties, the development of the Risk Monitor has been seen as a way of addressing the NRC Maintenance Rule [Ref – Appendix (a)(4) of 10CFR50.65] which requires that utilities should assess and manage the risk associated with maintenance activities.

3.3 Application of Living PSA/ Risk Monitor

This section discusses a number of possible PSA applications and how they can be addressed using the Living PSAs or Risk Monitors:

Additional information is given in the IAEA report on PSA applications which will be used.

3.3.1 Design changes

The fundamental use of the PSA is to identify whether there are weaknesses in the design and operation of the plant and determine what the reduction in the risk would be from any proposed modifications. 

In general, this is done using the Living PSA.

3.3.2 Configuration control

Configuration control relates to the way that maintenance outages are scheduled and whether the cross connections between trains of equipment are open or closed. The overall aim is to manage the configuration of the plant in such a way as to avoid high peaks in the risk and to minimise the overall risk.

The PSA can be used to identify the combinations of equipment which, if removed from service at the same time, would lead to a high level of risk during the period of the outage. In addition, it can be used to model the opening or closing of the cross connections which are usually designed into cooling systems and electrical distribution systems in nuclear power plants.

Configuration control can be done off-line using the Living PSA. This would require multiple runs of the PSA to determine what the level of risk would be from particular combinations which are removed from service.

The current trend is to develop a Risk Monitor which can be used on-line to provide advice about any proposed or actual equipment outage/ plant line-up. The is the most frequent use of Risk Monitors.

3.3.3 In-service inspection

The PSA can be used to identify the areas of the plant which have the highest risk significance so that in-service inspection can be focused on these areas of the plant.

3.3.4 Development of Technical Specifications

The PSA can be used as an input into the development of the plant Technical Specifications. In particular, it can be used to define component test intervals, allowed outage times, etc.

3.3.5 Demonstrating compliance with deterministic requirements

The plant Technical Specifications often give deterministic requirements for equipment that must be available during plant operation. This is usually specified as the minimum number of trains of steam generator feed, emergency core cooling, etc. and the associated support systems that needs to be available at any time.

One of the applications of the Risk Monitor is to determine if these deterministic requirements are met for any proposed or actual maintenance outage.

3.3.6 Demonstrating compliance with the maintenance rule

The US NRC Maintenance Rule [Ref – Appendix (a)(4) of 10CFR50.65] requires that xxx.

For many plants, this was one of the main reasons for developing a Risk Monitor tool.

3.3.7 Accident precursor analysis

Accident precursor analysis relates to the application of the PSA to determine the risk significance of initiating events, operator errors and component failure which occur during normal operation of the plant. 

This is normally done using the Living PSA. However, the Risk Monitor is often used for this application since it is much easier to use than the Living PSA.

3.3.8 Quality assurance

The aim is to use the PSA to determine the risk significance of the structures/ systems/ components in the plant and to provide a level of QA which reflects this risk significance. 

3.3.9 Other

xxxx

3.4 Current status of Risk Monitors

The first Risk Monitors were developed in the UK and put into operation in 1988. These are the Essential Systems Status Monitor (ESSM) at Heysham 2 and LINKITT at Torness. Although these two plants were built to essentially the same design and built by the same contractor (the National Nuclear Corporation), they were operated by two different utilities (the Central Electricity Generating Board and the South of Scotland Electricity Board respectively) who chose to approach the development of the Risk Monitor in fundamentally different ways.

The approach adopted for the ESSM was to incorporates a fault tree model for loss of core cooling which is solved from first principles. By contrast, LINKITT is based on a large number of cut-set files which have been obtained from multiple runs of the PSA. The software provides a facility to interrogate this database to identify the appropriate cut-set file.

This was followed by the development of the San Onofre Risk Monitor which was used on a trial basis in 1993-4 and was in full use in 1994-5. This used software which was developed by Scientech which is now available as the Scientech Safety MonitorTM. The initial PSA model was extended to add the Level 2 PSA in 1996, external events were added in 1998 and shutdown added in 1998.

Other software packages were being developed at about the same time – notably the Equipment Out Of Service (EOOS) software developed by xxx and the xxx (ORAM)/ Sentinal software developed by xxx.

Since this time, there has been a large expansion in the number of Risk Monitors that have been developed and put into service. The current position is summarised in Table 2. For each of the plants identified in Table 1 which as a Risk Monitor in development or in use, Table 2 gives information on:

· the current state of development of the Risk Monitor (how long it has been in use/ is it being used on a trial basis/ is it still in the development stage)

· the modes of operation addressed by the Risk Monitor (full power/ low power/ shutdown)

· the range of initiating events included in the PSA model (internal initiating events/ internal hazards (fire, flood, etc.)/ external hazards (earthquake , etc.))

· the Level of PSA (Level 1 PSA – core damage frequency/ Level 2 PSA – frequency of a large release or large early release/ Level 3 PSA – societal risk)

3.4.1 PSA model included in the Risk Monitor

Most of the Risk Monitors which are currently in operation are based on a Level 1 PSA which gives the core damage frequency for full power operation only.

In some cases, the PSA model used in the Risk Monitor has been expanded to include internal hazards such as fire and flood (Ducovany, Bohunice) or to include both internal and external hazards (Borssele, Torness).

In some cases, the Risk Monitor includes a Level 2 PSA model (Temelin) or a level 2 and 3 PSA model (Borssele).

The Risk Monitor with the widest scope is the one for San Onofre. As well as the Level 1 PSA for core damage frequency, it also includes a Level 2 PSA for large early release frequency and a Level 3 PSA for societal consequences. The PSA model includes all internal initiating events, all internal hazards and all external hazards including earthquake. As well as full power, low power and shutdown, the Risk Monitor includes transition modes (hot standby, hot shutdown and cold shutdown). There is also modelling for fuel which has been offloaded into the fuel pool.

3.4.2 Modelling changes in the plant configuration and system alignment

Changes in the plant configuration include changes in the choice of running and standby trains of a normally operating system. Changes in the system alignment include the opening and closing of interconnections in electrical distribution systems or fluid pumping systems.

In general, the operating Risk Monitors can model change in plant configuration and system alignment. However, there are some exceptions. The PSA models in some of the Risk Monitors assume a fixed plant configuration/ system alignment (two plants in Spain, Torness). For one plant (Temelin) there are no interconnections in electrical distribution systems or fluid pumping systems so that there is no need to model changes in system alignments. For one plant (Borssele) the possibility to change plant configuration/ system alignment is limited to those that appeared to make a significant difference to the results of the PSA.

For one plant (San Onofre), the Risk monitor includes alignments for both full power and shutdown (total of about 30).   For full power, the cooling water pump that is running and swing cooling water pump alignment is included - a total of 7 pumps (SWC and CCW).  Additionally, it includes the HPSI swing pump alignment and status of the Intake Structure and CCW Heat Exchangers.  For the Level 2 PSA/ large early release frequency, it includes the status (open/closed) for the containment purge/mini-purge.  For shutdown it includes alignments for shutdown cooling pumps, containment spray pumps, and injection valves (open/closed for shutdown cooling),   For core offloaded, it includes operational status of the Spent Fuel Pool Cooling pump or, containment spray pump as backup.

In general (all plants?), this is done by setting house events in the PSA model to true or false.

3.4.3 Time-dependent dynamic events

[The answers to this question were not very clear and further information will be required in the longer term. The text below is based on the reply provided by San Onofre]

For one plant (San Onofre), the Risk Monitor includes some basic events representing component failures that do change probability depending on the initiating event or the plant alignments.  For example, loss of offsite power requires an 8 hour run time for the emergency diesel generators whereas, for external events, the run time is 24 hours.  So the fail to run probability for seismic events is 3 times the probability as it would be for loss of offsite power.  Additionally, the probability of some basic events are set to zero for configurations where they are not applicable - for example, the probability of failure to start events is set to zero when a pump is initially running.

Regarding primary events that represent pre-accident human errors, no pre-accident events are treated as dynamic.  Some HEPs are set to zero when not applicable – for example, the probability of the operator failing to re-open a manual valve following a test would be set to zero if the system/ train is operating.

Regarding primary events that represent post-accident human errors, these probabilities are modified considerably in the analysis, depending on: 1) configuration, 2) initiating event, 3) plant mode and operational state, 4) components in maintenance.   A majority of these dynamic HEPs are for the shutdown PSA.

The configuration specific HEPs are dependent on the HEP - for example, the HEP for the operator failing to start a standby train would be set to zero when the train is operating.   In shutdown, operator actions vary considerably.  For example, the probability that the operator uses the containment spray as a backup to the shutdown cooling pump varies depending on whether the pump is pre-aligned per procedure.

Initiating event specific HEPs are located throughout the model.  Operator responses to manually backup RAS, start AFW, start standby equipment, etc, are all varied depending on the accident sequence.

Plant Operation State is the latest model enhancement for HEP events.  As the plant shuts down, the decay heat lowers, and longer times to core damage are obtained.  This is taken into account in the transition modes (2-4) and in the shutdown model.  HEPs are modified based on the time window available.  Additionally, time to boil and time to core damage are both accounted for in the shutdown model in determining the HEPs.

Some HEPs are dependent on instrumentation.  The SONGS modelled is being review for potential maintenance events that can affect HEPs.  For example, maintenance on a steam generator level indication could affect operator actions on low steam generator level.  This review is not complete, but is planned for the near future.

3.4.4 Time-dependent initiating event frequencies

This issue relates to whether the Risk Monitor allows changes to the initiating event frequencies according to external plant conditions and internal plant activities. An example of how external plant conditions could affect initiating event frequencies is for adverse weather conditions (high winds, high snowfall) which would tend to increase the likelihood of a loss of offsite power. An example of hoe internal plant activities could affect initiating event frequencies is that the frequency of a loss of electrical power would be higher during particular maintenance activities which could impact on live switchgear.

For a number of plants (Ducovany, Bohunice, Temelin, Spain, Korea, Borssele and San Onofre), the Risk Monitor PSA model allows the initiating event frequency to be changed to reflect external plant conditions and internal plant activities.

For one plant (Borssele), external plant conditions (including external fires, switchyard work, high winds etc.) are modelled by changing the affected initiating event frequency into a pre-calculated value. Internal plant activities are modelled. Support system initiators are modelled as fault trees that are linked into the main model fault tree. Component unavailabilities in these systems are therefore completely taken into account. Both the consequences for the initiating event frequency as for the availability of the system for mitigation of other initiators will be reflected in the results.

For one plant (San Onofre), the Risk Monitor has internal correlations that relate to external plant conditions.  Several external factors affect loss of offsite power and loss of feedwater events. In addition, there are internal correlations that relate to internal plant activities - for example, testing activities.  All support system initiating events are fault tree developments.  When components in the support systems are affected, the initiating events change frequency.  Additionally, testing activities on the secondary side of the plant are assumed to increase turbine trip of loss of feedwater initiating events.  Correlations are based upon data analysis of the generic industry data to determine the percentage of events caused by the test, maintenance or external factor.  For example, switchyard maintenance was analysed using generic data and a determination was made that the loss of offsite power should be increased by a factor of 5-6 during the maintenance.

In Korea, the Risk Monitor has internal correlations that allow the modification of the initiating event frequencies according to external plant conditions and internal plant activities. It is recognised that severe weather condition can cause higher possibility on instantaneous occurrence of some initiating events, for example, instantaneous increase of possibility of loss-of-offsite-power (LOOP) occurrence in the nuclear station struck by typhoon.  Such correlations must be considered in the RM. However, we try to find more objective way of adjusting initiating event (IE) frequencies, not allocation of factor multiplied arbitrarily by the user of the RM.

Internal plant activities such as periodic test, preventive maintenance (PM), corrective maintenance (CM), etc, may affect IE frequencies instantaneously. Based on operating experience, IE frequencies are estimated in the most of initial PSA.  However, this may become a problem in the RM model because most of components to affect IE frequencies have not been modelled in the initial PSA, except two or three IE's with FT-based frequencies. The most appropriate solution to the problem is the addition of so-called IE-impact models.  It means the replacement of experience-based IE frequencies with FT-based IE frequencies for the RM.  It is a bottleneck in our development process of the RM.  Of course, we can adopt the way to choose a factor multiplied like meteorological conditions.  But it is not recommended for the RM in our country, in particular, in the case of internal plant activities.
3.4.5 Modelling of common cause failures

In general, the common cause failure model used in the Living PSA is also used in the PSA model incorporated into the Risk Monitor. The most usual way of doing this is to model common cause failure using basic events included in the fault tree analysis which have fixed probabilities which have been determined using a (–factor approach.

In one country (Korea), the common cause failure in the Living PSA uses the Multiple Greek Letter approach. However, they indicate that, if the primary objective of the Risk Monitor is to obtain risk profiles and to provide risk information to determine the prioritise safety related activities, the consider that changing this into a (–factor approach would not be a problem (?).

For one plant (in Spain?) the common cause failure model for the three train system has been changed to include failure of 3o.o.3 components and 2o.o.2 components (where the third one has been removed from service for maintenance).

For one plant (Paks), the common cause failure events have been included as separate basic events rather than having them created by Risk Spectrum. This allows the test interval for common cause events to be changes in accordance with the extra tests of safety system trains(?).

For one plant (San Onofre), the original PSA modelled only basic common cause failure events, or a total of about 300 events.  The risk model was upgraded using the latest NRC/INEEL data [Ref] to add about 1000 events.  Many of these included new configurations not assumed by the base PSA.  Other events included failure modes where the INEEL data was now available, such as pump running failures, and circuit breaker failures.  Some additional common cause events were added, based on the possible configurations during operation.  The new modelling was developed to minimize the number of common cause events that needed to be zeroed or modified when the plant configuration changed.

For one plant (Torness) the PSA model used in the Risk Monitor does not include common cause failure(!).

3.5 Organisational aspects of the use of the Risk Monitor

3.5.1 Role of the Risk Monitor during operation

The role of the Risk Monitor is very plant specific.

For one plant (Ducovany) the originals Risk Monitor (based on the Safety Advisory System software) was used as an advisory system mainly for the Nuclear Safety Department and partially for Maintenance Planning Department. Risk profiles were evaluated each month (off line). The new Risk Monitor (based on the Scientech Safety Monitor software) will operate in the plant computer network and plant personnel from the Operations Department (Shift Supervisors, Control Room Operators), the Nuclear Safety Department and the Maintenance Planning Department will be able to use this tool. The data for Risk Monitor will be filled in daily by the Control Room Operators or by the supervisors from the Nuclear Safety department.

For one plant (Bohunice), the operators use the Risk monitor daily, the PSA experts use it monthly to prepare the monthly reports about the risk profile. The schedulers activities in this area is now only limited. 

In Spain, the way that the Risk Monitor is used is different for the three plants. For one plant (Spain 1?), the Risk Monitor is considered as a tool to assess the actual plant configuration risk and to assess the risk associated with maintenance activities in advance, and for this purposes it is used as necessary by the operating shift, and the maintenance and plant safety staff. For the second plant (Spain 2?), the Risk Monitor is used basically for the same purposes, but specifies that the risk monitor is used whenever the availability of components modelled in the PSA are affected by maintenance activities (a couple of times per week).  For the third plant (Spain 3?), a system has been set up that automatically loads data from an operators’ log book so that the operating crew is informed any time about the actual plant configuration risk. In this plant the risk monitor is also used by the maintenance staff to schedule on-line maintenance activities.

For one plant (Laguna Verde) the Risk Monitor is used by the plant operators to evaluate the instantaneous risk associated with a particular plant configuration. The risk indication is used to decide which particular system/ component can be taken out for preventive maintenance or which ones should be promptly returned to the operable state. Since the Risk Monitor is currently being used for configuration control, it is used as frequently as the plant configuration changes as a result of equipment being out for maintenance.

The Risk monitor will also be used to comply with the US NRC Maintenance Rule which states that the utility should assess and manage the risk associated with a plant configuration. In this sense, the plant scheduler will use the Risk Monitor to make decisions about when to perform maintenance on plant equipment over periods of several weeks or months.

For one plant (Paks), the Risk Supervisor is used quarterly to carry out a retrospective analysis for the high risk configurations which occurred during plant operation. The dominant risk contributors of a given configuration are identified and this is used to make recommendations on how to decrease the high risk of the given configuration in the future.

For one plant (Borssele), the Risk Monitor is used during power operation to determine the cumulative increase of the core melt frequency as a performance indicator. The plant operators try to ensure that the following two limits are not exceeded: a limit of two percent per year for the increase due to planned component unavailabilities, and a limit of five percent per year for the total increase. The Risk Monitor allows the operators to calculate the effects of foreseen component outages so that they can anticipate on the performance indicators. Alternative strategies can be used and their effects can be calculated.

For the refuelling outage the outage planning is evaluated in advance. High peaks in the TCDF are looked at in more detail and the planning is adjusted to avoid these peaks. During the refuelling outage the planning is evaluated daily and adjusted if necessary.

About 70 people at the plant are trained to use the Risk Monitor and have access to the application. During the outage it is used more intensively than during power operation. There is no tool that keeps track of the time that the Risk Monitor is used. However, this is estimated to be about one hour per day.

For one plant (Heysham 2), the Risk Monitor is used to categorise and confirm the acceptability both probabilistically and deterministically of any plant unavailability state entered or planned to be entered. It is used on a daily basis as required. It is also used to calculate a ‘rolling average risk’.

For one plant (Torness), the Risk Monitor is only used when plant unavailability lies outwith predetermined plant outage arrangements corresponding to an acceptable risk increase.  In practice LINKITT is used in a ‘real time’ situation less than 5 times per year.  However, LINKITT is also used retrospectively to calculate a ‘rolling average risk’.  This analysis is usually updated on a monthly basis.

For one plant (San Onofre), The Risk Monitor is used:

· 4 weeks prior to a work week and again 1 week prior, by work planning,

· the day before by operations equipment control, and

· each shift by the Shift Technical Advisor.

Real data is collected electronically and updated every 15 minutes.

3.6 Development of the Living PSA model for use in the Risk Monitor

Changes often need to be made to the Living PSA model when it is developed use in a Risk Monitor application (other than changes from an event tree/ fault tree model into a top logic model which is based on a large fault tree). These are discussed below.

3.6.1 Running and standby equipment

In developing the Living PSA model for normally operating systems which contain standby plant, an assumption is made about which pump is in operation and which is on standby. However, during normal operation of the plant, the choice of the running and standby trains is normally changed and the PSA model incorporated in the Risk Monitor may be changed so that the actual plant configuration in terms of running and standby equipment is modelled explicitly.

These changes to the Living PSA have generally been made.

For one plant (Paks), the fault tree models have been extended to model the following operational modes of selected plant systems:

· running (in operation).

· standby with automatic actuation on demand.

· standby without automatic actuation on demand (manual actuation required).

· under maintenance.

3.6.2 Safety system alignments

Safety systems often have multiple redundant trains and these redundant trains have interconnections to provide some flexibility in the way that they are operated. In developing the Living PSA model, it is often the case that all the possibilities for opening and closing these interconnections are not modelled. However, in developing the PSA model used in the Risk Monitor, it is often the case that more of these interconnections are modelled.

For one plant (San Onofre), some additional alignments are now being considered for common equipment between the 2 operating units.  This is particularly important during outages, where one plant has reduced capability.

3.6.3 Inclusions of initiating events screened out of the initial PSA

In developing the Living PSA model, it is usual practice to screen out initiating events that are considered to give a minimal contribution to annual average risk from the plant. However, the Risk Monitor provides an estimate of the point-in-time risk for configurations of the plant for which a number of items of equipment have been removed from service and the screening process/ criteria applied may not be valid in these circumstances. Consideration needs to be given to initiating events which have been screened out of the Living PSA model to determine whether they need to be put back into the Risk Monitor PSA model.

This has been done for a number of plants (for example, Bohunice) but was not considered to be necessary for others (for example, Ducovany). 

For one plant (Borssele), all the initiating events that were screened out of the Living PSA were put back into the Risk Monitor PSA model.

For one plant (San Onofre), additional fire scenarios were included since the fire PSA used an initial screening of 10-6/year based on the FIVE methodology [Ref].

For one plant  (Heysham 2), the hazard initiating events were removed from the plant PSA in developing the Risk Monitor PSA model (?).

3.6.4 Addition of safety system components not included in the initial PSA

xxx 

This has been done for some plants (for example, Bohunice).

In one country (Korea), the simplified fault tree models of the RPS/ ESFAS included in the existing PSAs are being replaced by detailed models for the Risk Monitor.

For one plant (Borssele), no additional basic events were included for the Risk Monitor PSA model. However, in developing the data base which maps components to basic events, additional; components were included – for example, unavailability of a control logic cabinet disables the components which depend on it (?).

For one plant (San Onofre), the new shutdown system was included for the shutdown Safety Monitor. Some additional detail was included for less important systems and for common unit components.

3.6.5 Removal of asymmetries

In the PSA modelled developed for the Living PSA, initiating events which could occur in any of the reactor coolant loops are lumped together and represented by a single initiating event in one of the loops. In developing the PSA model to be used in the Risk Monitor, it is usual to remove these asymmetries.

It is generally the case that initiating events such as LOCA and SGTR which have been modelled in the Living PSA as a single initiating event in one of the loops has been replaced by initiating events in each of the loops. This is also the case for initiating events such as loss of power due to failure of part of the electrical distribution system.

3.6.6 Removal of basic events modelling maintenance outages

In the Living PSA, maintenance is sometimes modelled by including basic events which represent maintenance outages. In developing the Living PSA model for use in the Risk Monitor, these basic events need to be removed.

3.7 Problems encountered in the development of the Risk Monitor PSA model

The main problems identified related to the incompatibility of the PSA codes used in the initial PSA and the Risk Monitor and in comparing the results of the Risk Monitor with those of the initial PSA.

3.7.1 Incompatibility of PSA codes

The specific problems PSA code problems encountered in the development of the Risk Monitor PSA model from the initial PSA arose due to incompatibilities in the PSA codes used. The following issues were identified:

· differences in the way that NOT logic is handled (Ducovany,

· handling the sequences specific house event settings allowed by Risk Spectrum (Ducovany,

· handling exchange events (Ducovany,

· removal of existing house events (Temelin,

3.7.2 Checking the results produced by the Risk Monitor

Regarding the checking of the results produced by the Risk Monitor to ensure that they are the same as the initial PSA, this has proved to be difficult for many plants due to the different structure of the PSA model (an event tree/ fault tree model in the initial PSA is transformed into a large fault tree model for the Risk Monior), changes in the logic (for example, removal of NOT logic and changes involving house events, exchange events, etc.) and the difference in the numerical result of the PSA (that is, the initial PSA calculates the annual average risk whereas the Risk monitor calculates the point-in-time risk).

In addition, in developing the Risk Monitor PSA model, it has often been the case some of the assumptions made in the initial PSA need to be reconsidered. It is often the case that simplifying assumptions which have been made in the initial PSA need to be reconsidered for the Risk Monitor PSA model. These are assumptions which little or no impact on the annual average risk but may have a significant impact of the results produced by the Risk Monitor. Such assumptions need to be reconsidered and conservatisms removed wherever possible.

3.8 Control of modifications to the Risk Monitor

3.8.1 Frequency of updating

Changes are made to the basic PSA to reflect:

· design changes,

· modifications to the operating and maintenance procedures,

· new data for initiating event frequencies and conponent failure probabilities, and

· improvements in the PSA methodology.

It is normally relatively easy to change the data in the Risk Monitor PSA model but it is much more difficult where the event tree/ fault tree models are changed.

In general, the PSA model in the Risk monitor is updated when major changes are made to the basic PSA – that is, when the changes are significant enough to justify the upgrade costs. The typical period at which this is done is annually/ once per refuelling cycle.

For one plant (San Onofre), the PSA changed on a regular basis – on average 1-2 changes per week.

3.8.2 Control of changes

It is important that the changes to the PSA model incorporated into the Risk Monitor are carried out in a way that ensures that the integrity of the Risk Monitor is maintained at a very high level.

For all plants, a Quality Assurance process is in place to ensure that changes are made accurately. This QA process generally includes a peer review, and checking to ensure that the results from the Risk Monitor are still in line with those from the basic PSA.

For one plant (Laguna Verde), this updating is subjected to an utility internal peer review and QA process to assure that all the plant modifications have been considered, along with a detailed review by the Mexican regulatory agency. So once this updating process is finished the LPSA will actually represents in an accurate way the plant design, operation and maintenance. Since the Risk Monitor is based on the LPSA model, the RM will have to be updated consistent with the currently PSA model. The Risk Monitor updating is subjected, as well as the LPSA, to a internal peer review and a review and verification by the regulatory agency.

For one plant (Paks), the existing PSA studies have been updated using a systematic procedure within the framework of the living PSA program. This procedure involves:

· reviewing the plant modifications after annual refuelling (compiling a log book of changes),

· updating the input data files of the PSA model,

· performing the whole event tree/ fault tree based probabilistic analysis, and

· updating the complete PSA documentation.

The first two of these tasks are performed by active participation of the plant personnel using the technical documents of the modifications. The Living PSA archives include both hard copy volumes and electronic versions of the documents.

For the plants in the UK (Heysham 2 and Torness), changes to the Risk Monitors are currently controlled through informal linkage with the PSA. A Living PSA is currently being introduced at both stations and appropriate linkage will be maintained with the Living PSA through a formal updating process.  In the meantime, the present versions of ESSM and LINKITT have been shown to be ‘fit for purpose’ for plant outage management from comparisons against the most recent PSA update (1999).

For one plant (San Onofre), the process for change includes a PRA change procedure requiring independent verification, and management approval.  Changes are tracked electronically, and model results verification is performed for more complex changes.  We also conduct peer and expert panel reviews for complex changes.   Where changes are made, but documentation issues are not complete prior to model changes, an open puchlist item is generated to track future model enhancement needs.

In addition to the above procedural requirements, regular model verifications are performed.  Controls to the model files are performed administratively.  Model changes are made on copies of the model files, with the controlled files not updates until the model changes and verification is complete.

3.9 Results, experiences and lessons learned from the use of the Risk Monitor

3.9.1 Most successful applications of the Risk Monitor

The most successful applications of the Risk Monitor are:

· control of maintenance outages/ configuration control,

· defining Allowed Outage times, and

· demonstrating compliance with the US NRC Maintenance Rule. 

In addition, the development and use of a Risk Monitor during plant operation has allowed more people to become familiar with and have access to the PSA.

For one plant (Ducovany), the Nuclear Safety Department made a set of recommendations, which resulted in reducing of operational risk level. One example is connected with the Technical Specifications. They are very conservative but there were found combinations allowed by current Tech Specs of the simultaneous equipment unavailabilities which result in  substantial increase in the point-in-time core damage frequency. A matrix of the allowed combinations of the simultaneous equipment unavailability and their risk was developed so that the maintenance planning section could minimise the operational risk by taking into account combination with low level of risk increase. This tool gives an easy possibility for non specialists to use the PSA results.

For one plant (Borssele), although there has been more than ten years experience with PSA, the Risk Monitor has only been in operation for one year. The main difference is that more people on the plant have a direct access to the PSA model and that faster evaluations are possible. The most successful Risk Monitor application is the on-line evaluations of the planning schedules during the outage was not possible with the basic PSA.

For one plant (Heysham 2), the successes of the Risk Monitor are the flexibility of allowed plant outage configurations thus avoiding shutdowns, the ease of use for forward maintenance outage planning and changes to such plans, and demonstrating compliance with the risk based criteria.

For one plant (Torness), the successes of the Risk Monitor are the feedback it provides to the operator of rolling station risk (full plant ratio), the increased range of permissible plant outages, and the ability to carry out sensitivity calculations without recourse to the full PSA model.

For one plant (San Onofre), since the Safety Monitor is used on a daily basis by plant personnel, the most successful application of the Risk Monitor is in the control of plant maintenance activities.  The risk trends for the plant continue to go down, even with increased plant online maintenance.   The Risk Monitor has been used successfully to receive 5 risk informed Tech Spec changes, saving the plant several millions of dollars per year due to shortened outage times.  Additionally, the risk informed in service testing project will save around $½ million per year starting this year, based on less frequent tests and shorter outages.

3.9.2 Least  successful applications of the Risk Monitor

Few applications of the Risk Monitor were identified as being less successful. In some cases, all the applications were considered to be successes. In other, there has been relatively little experience in using the Risk Monitor so far so that any problems have not yet emerged.

For one plant (Heysham 2), there were difficulties in updating software model including testing validity of update, including associated costs, demonstrating compliance with deterministic criteria.

For one plant (Torness), the application of risk calculations to cost benefit analysis has, on occasions, focused excessive attention on the numerical balance of risk and insufficient attention on the non-quantified aspects of the proposed change.  An accurate risk calculation is no substitute for common sense.

3.10 Future plans and activities

The future activities listed included the following:

Extensions to the scope of the Risk Monitor PSA model including:

· including additional initiating events such as fire and flood

· extending the PSA model to cover shutdown risk

· adding a Level 2 PSA to address the large early release frequency

Extending the usage of the Risk Monitor:

· to address the US NRC Maintenance Rule

Update the PSA model to include:

· changes in the design and operation of the plant

· removal of conservative assumptions (particularly those which are significant for the Risk Monitor applications but may not be significant for the basic PSA)

· incorporation of new data

· incorporation of new models for common cause failure, operator erropr, etc.

· inclusion of dynamic (time based) events

Software upgrades:

· use of a more modern software package for the basic PSA

· application of the upgrades to the Risk Monitor software package

For one plant (San Onofre), the next major improvement to the Risk Monitor will be the development of a Secondary Side trip monitor.  This project began in September 2000.  This model will include more activities, and more complex modelling for the feed-water, condensate, turbine/ generator, and other secondary side of the plant.  The result of the modelling will be a) a dynamic estimate of the plant trip frequency, based on plant activities, and b) the new plant trip frequencies and initiating events will be used in the Safety Monitor to determine the effect on core damage and large early release frequencies.  This work will take about 1-2 person-year, and will be complete mid-2001.  Some initial result may be available in January, 2001.

4. Software packages available

4.1 Introduction

Risk Monitor software is significantly different from the software that is used to carry out a Living PSA. The essential difference is that the Risk Monitor is designed to be used by all nuclear power plant personnel rather than by PSA specialists. Hence the user of the software does not necessarily require any specialist knowledge of fault and event tree modelling or any of the other techniques used in the development of the PSA.

The user input is limited to making changes to the plant configuration – that is, specifying the mode of operation of the plant, identifying which trains of systems are operating and which are on standby, identifying which components have been removed from service for maintenance or test, identifying whether the cross connections between trains of safety systems are open or closed, etc. This is done using the normal plant identifiers for the equipment selected.

Thus, no special training is required in the performance or understanding of PSA techniques. The software is designed for wide usage by operations and maintenance staff. However, the PSA model and database maintenance does require the support of PSA specialists.

Two methods are used in the development of Risk Monitor software. The first method is to use a fault tree logic model derived from the PSA event tree/ fault tree model and to solve this model for each new configuration of the plant. This will provide an exact solution (within the limits of the convergence criteria) as all system alignments and testing in progress can be taken into account on each occasion. In many cases, the risk measure will be very close but the equipment contributing to the risk may be different.

The second method is to calculate the core damage frequency for a given configuration using a pre-solved solution derived from the basic PSA. The core damage frequency for a wide range of configurations is calculated by carrying out multiple runs of the Living PSA and the results are stored in the Risk Monitor database. When a plant configuration is entered into the Risk Monitor, it looks for a close match and displays the results. This can only give an approximate results since there are many thousands of potential configurations and the majority of them will not be included explicitly in the Risk Monitor database.

This section of the report gives a description of the Risk Monitor software packages available.

4.2 Software used in the Risk Monitor application

There are a number of Risk Monitor software packages.  This includes the three main software packages which are commercially available:

· Safety Monitor software developed by Scientech.

· Equipment Out Of Service (EOOS) software developed by EPRI/ SAIC.

· ORAM-Sentinel software developed by ERIN on behalf of EPRI.

Risk Monitor software being developed:

· RiskWatcher

and Risk Monitor software which is used in one-off applications:

· ESSM, ESOP1-LINKITT and ESOP used in the UK

The following software packages are also available and it is hoped to include descriptions in the future.
· MARE – a software packed developed by a Spanish engineering company (EEAA) which is used at Almaraz. This uses Risk Spectrum to quantify the PSA models.

· Risk Supervisor - developed for Paks. This uses Risk Spectrum and this has been extended by an intelligent interface programme to input changes in configurations and display risk profiles in a user friendly way. The Risk Supervisor first updates the input data files of the Risk Spectrum PSA code to take account of the change in the plant configuration then solves the event tree/ fault tree model for that configuration. The Risk Supervisor is currently being upgraded to the Windows version.

· Risk Monster software developed by KAERI. This has not yet gone through a full verification and validation process and is not yet accepted by the Korean regulatory authority. The software can be used in three ways; a direct recalculation by resolving the event tree/ fault tree model each time, a pre-solved calculation using pre-solved cut-sets, or a hybrid method which is a combination of the two approaches.

Safety Monitor

The SCIENTECH Safety Monitor™ is a real time Risk Monitoring System designed for use by plant personnel which provides a complete solution of the plant’s PSA model, but can be used by personnel with no PSA experience.  It is accepted by USNRC and INPO as a tool that enhances safe operation.  It is designed for use in all modes of plant operation to ensure that all operations are as low as reasonably practicable

Development of the software began in 1992, with the initial software release in early 1994.  Since that time, a number of enhanced versions were created and released.  Key improvements since the initial version include the support for all plant modes of operation, support for dual-unit models with shared systems, the ability to import and analyse maintenance schedules, and the ability to evaluate plant inadvertent shutdown (i.e., reactor trip) frequency as well as core damage frequency.

The Monitor has been developed and continuously maintained by NUS (now SCIENTECH, Inc.).  Further enhancements continue to be incorporated, and a formal users group has been established to guide future software development. 

The software is currently used by 23 plants in the US, the USNRC, and plants in The Netherlands, Czech Republic and Slovak Republic.  Several additional plants are expected to adopt the Safety Monitor in 2002/3.

In the Safety Monitor the full PSA model is solved for any change in configuration.  The standard algorithm is PSIMEX.  This is approximately 18 times as fast as RELMCS or equivalent, giving PSA solution times of 10secs up to 90 secs depending on model size.  There is no theoretical limit to the model size.  The size is determined by the acceptable solution time.

The Safety Monitor can use PSAs developed using both linked fault tree and linked event tree models which can be loaded from the software used for the original PSA.

Entry to the software to run the Risk Monitor is controlled so that the general user has no access to those parts of the model and software which are validated by the QA control of the software.  There are four different levels of access allowed to different users and the control of changes to the PSA model/ cut-set files/ data contained in the Risk Monitor are under the sole control of the administrator and are not accessible to the general user.  These files can also be physically segregated (i.e., to separate protected directories on a network) to further ensure that unauthorized changes do not occur.

The Safety Monitor is designed to support multiple user access on a network for many of its operations.  Other sensitive operations, such as model updates and entry of real-time historical data, are restricted to only single users at a time to ensure database integrity.

Basic PSAs carried out using the following software packages are directly compatible with the Safety Monitor.  That is the PSA model can be prepared in the named software and directly transferred to the Safety Monitor without the use of any intermediate  software: Risk Spectrum, CAFTA, WINNUPRA, RiskMan and any other PSA software which can out put a fault tree and data in a comma delineated format – for example, SAPHIRE.

The Safety Monitor can perform all the following

· maintenance planning,

· long term scheduling evaluation,

· logging historical records of actual plant configurations,

· addressing the requirements of the US NRC Maintenance Rule,

· address the requirements for any rule based tracking of component/system/safety functions as specified by the user,

· tracking of accumulated and instantaneous risk, and

· total risk contribution from a package of activities (maintenance and changes in plant state.  

The Safety Monitor can be used for all the following

· for the following risk informed applications:

· precursor analysis by evaluating initiating events that occur in a given plant line up and with additional identified equipment failure.

· complex maintenance and design change implementation during refuelling outage to assess what equipment should be kept available at any time to minimise risk

· determination of early release frequencies for containment systems maintenance activities 

· for sensitivity studies for the basic PSA.  It is possible for the administrator to change any data used in the model, that is reliability data, test intervals, initiating event frequencies, dependencies between initiating events and test/maintenance  activities.  Thus a far more comprehensive range of sensitivities can be carried out than using the basic PSA

· for collection of analytical results. All the configurations are stored so that the cutsets for any past configuration can be generated and the cutsets downloaded for further analysis.  Importance analysis is performed online for any given configuration.

The software can address past, present and future time frames.

If at a future date a mistake is found in one of the past records it is possible to correct the past data and update the records for all configurations following the change that are affected. Within these time frames the following can be performed:

· review/ change previous plant configurations is possible,

· integrated consistency check to ensure accurate history is built in to the software,

· impact of proposed changes on current history is possible, and

· storage/ retrieval of case studies is possible as all configurations are stored.

Human reliability data used in the original PSA form the basic input to the model.  However if information exists to show that these data should be modified if certain activities are taking place, this information is input into the model and whenever the given activity is taking place the base data are modified to give the correct data for the activity. 

Also, for shutdown risk evaluations, a time-based human error probability (HEP) calculation module is provided, which dynamically calculates the appropriate HEP given the available time window until boiling in the core would occur.  This allows for more realistic modelling of operator actions during time sensitive portions of the outage.  A planned enhancement is to enable HEP calculations to also be evaluated based upon available time to core damage in a particular plant configuration.

The following changes to the plant configuration can be input into the Safety Monitor:

· components removed from service/ returned to service (including the reasons and impact on the PSA,

· activities carried out on the plant which affect groups of components,

· selection of running and standby trains,

· opening/ closing of the interconnections between trains,

· other plant alignments - for example valves open/ closed, maintenance/ testing, and

· input for environmental/ testing factors.

Environmental and testing factors can be specified that can result in changes to initiating event frequencies, recovery actions, human errors, and support system initiating event point estimates.  Changes can be initiated due to the input of a test or environmental factor, the removal of equipment from service, or a change in plant operating mode.

These factors are selected by the user from a list of available factors.  For factors that can have differing degrees of impacts (e.g., severe weather, very severe weather, etc.) different factors can be specified that can result in different modifications to the model.

Input to the Safety Monitor is performed either via component lists or by electronic import of status information (e.g., from a proposed schedule or from a plant maintenance or process monitoring computer).  Electronic imports of data from a schedule are performed manually, while data from a real-time plant computer source can be performed automatically on a periodic basis.

The Safety Monitor addresses multiple operating states for a given plant mode.  These Modes and POSs are defined by the Administrator in the database and PSA model.  As plant mode/POS is changed, house event settings in the model are modified to reflect altered system requirements and success criteria.  Other basic events can be changed, through a process similar to that used for environmental and testing factors, to reflect changes in initiating event frequencies, component failure rates, etc.  Different model truncation levels can also be specified for each mode.

Maintenance work schedule information can be imported directly into Safety Monitor using a customisable text file import feature.  Once the user specifies the expected file format, subsequent input files can be input electronically.  This approach is flexible and can accommodate the wide variety of maintenance planning software tools in use throughout the industry.

The Safety Monitor is specifically designed to address shared systems in dual-unit stations. In addition to supporting two plant PSA models and databases, environmental/testing factors and system alignment information can be designated as “shared impacts”, meaning that a change in these parameters will affect both units.  As changes are proposed in one unit, these changes are also evaluated for their impact on the other unit.

An extensive set of consistency checking is provided to ensure that the two units’ databases remain “in sync” with each other as changes are input to both from separate control rooms, etc.

The Safety Monitor provides the following information:

· the level of risk from a particular plant configuration,

· the cumulative risk for a given period of history,

· the current plant configuration,

· contingency advice for out of service components,

· the allowed outage time/ allowed configuration time for the plant configuration,

· restoration advice to indicate the ranked effects of returning components to service, and

· importance calculations.

Risk level is displayed using a “thermometer-type” display with either green/yellow/red or green/yellow/orange/red regions.  A graph of recent risk history is also provided, as is cumulative risk.  The plant condition at any point in time can be viewed by clicking on the risk graph at the desired point.  Contingency advice can be provided for any component removed from service, as well as any environmental/testing factors that are in effect.  An Allowable Configuration Time (ACT) is also calculated for each configuration change, based upon administratively defined parameters. ACT is calculated for core damage, LERF, and boiling risk, and the most limiting value is used.  A display at the top of the main screen shows the ACT calculation results for the current timestep.  ACTs for past and future timesteps can be viewed by clicking on the desired time point on the risk profile display.

ACT is currently calculated as the time in which an administratively defined incremental risk will be accrued (e.g., an increment of 10-6 to the annual CDP) for the given configuration.  The users group members are considering other alternate ACT calculation formulae for possible adoption in future versions.

Restoration advice can be obtained when equipment is out of service, and the restoration priorities can be viewed in terms of impact on core damage risk, large early release risk, and reactor trip risk.  Importance calculations are similarly provided for each plant configuration for each of the above three consequences.

Various secondary screens are available to view configuration status, importance, restoration advice and contingency advice.  A separate display format is used for the display of schedule information that presents the schedule activities and the risk profile on a timeline display.

Safety Monitor provides three operating modes: a “real mode” intended to provide an actual history of plant conditions (i.e., current and past conditions), a “hypothetical mode” to evaluate potential future changes (usually in the near future), and a “schedule mode” to evaluate future maintenance schedules.

Status information is displayed via component and alignment lists, as well as a configuration summary screen which indicates which components and environmental/testing factors are in effect for a given configuration.

The Safety Monitor is validated under the requirements of US 10CFR50 Appendix B, and validation information is provided to all users.  SCIENTECH employs a rigorous system of version numbering/control, and each unique version is validated.  The Software Quality Assurance program is directly inspected by teams of US utility QA auditors on a routine basis.

User support is provided by telephone and e-mail support, mostly through participation in the Safety Monitor Users Group (discussed below).  In addition, SCIENTECH provides both on-line help files and detailed users manuals for the software tools.  Up-front training of plant staff is also usually provided during the implementation phase.

The Safety Monitor Users Group (SMUG) provides direction to the software development team and provides users with access to user support and other services.  Members submit and then prioritise potential enhancements for future versions.  Two users group meetings are held each year, which allow members to share experiences and to obtain training on the newest versions.  Members also receive software upgrades at no additional cost each year. 

A users group website, www.safetymonitor.org, is available to view the latest news, upload and download files, and post messages and e-mails to other users.

As regards future developments of the software, most enhancement suggestions are derived from users, although SCIENTECH also proposes various enhancements based upon its experiences in working with various plant models.  A major update to the software is typically offered each year, which is distributed to members of the users group.  Current major enhancements being considered include:

· improved calculation schemes for allowed configuration times,

· improved logic for handling situations requiring multiple simultaneous changes to model values (e.g., when two or more environmental factors are in effect),

· additional PSA analyst features to assist in sensitivity studies,

· incorporation of displays to permit inclusion of some deterministic status measures in addition to risk-based measures, and

· addition of trip evaluation.

4.3 Equipment Out Of Service (EOOS)

EOOS helps meet three performance goals.  First, EOOS can guide you to measurable improvements in plant safety.  Second, it can help you demonstrate risk awareness to outside observers, such as the US Nuclear Regulatory Commission XE "US Nuclear Regulatory Commission" .  Third, it can help you achieve measurable savings in operations and maintenance (O&M) costs.

EOOS can help reduce O&M costs in three ways.  First, EOOS reduces the chance of a costly operational mistake.  As chaotic events creep into a well-planned work schedule, you run the risk of unexpected reductions in plant safety.  First time EOOS users often discover work orders buried deep within a schedule that have unanticipated effects on plant safety.  EOOS detects these safety problems that routinely escape the scrutiny of safety reviews based on train-level “work windows” or “hammocks.”

The second way EOOS reduces O&M costs is by reducing the labor effort needed to perform safety reviews.  An EOOS model accounts for the safety impact of all work tasks affecting all risk significant safety functions.  It integrates all this information into concise screen presentations and printed reports.  Labor effort previously spent on data collection can be devoted instead to safety management.

The third way EOOS reduces O&M costs is by providing credible, risk-based insights that help you eliminate unnecessarily conservative planning requirements.  An EOOS model is an extension of your plant probabilistic safety assessment XE "PSA – probabilistic safety assessment"  (PSA).  As such, it provides results that you can use with confidence in cost-benefit calculations.  EOOS results can become the basis for eliminating requirements that increase outage duration, without a commensurate safety benefit.  

Data Systems & Solutions, LLC (a joint venture between Rolls-Royce and SAIC) is the principal EOOS developer.  SAIC developed the original version EOOS in the late 1980s for Florida Power Corporation.  It became an EPRI product in 1992.  Hundreds of features and enhancements have been added since then.  The developmental highlights are: 

· it uses EPRI’s R&R Workstation technology, to dramatically reduce development costs,

· it matches PRA models in a variety of formats to a variety of quantification engines and methods, and

· it is developed under controlled QA processes that are Registered ISO 9001 with TickIT, and compliant with 10 CFR 50 Appendix B.

EOOS is used at  xx  plants in the USA and plants in Spain, Slovakia, Romania and Canada.

Some sites use more than one risk monitor.  For some, EOOS is used for power operation, and another tool for shutdown.  For others, EOOS is used by the PRA group, and another tool used by other departments.  And finally, some plants are in the middle of a transition from other tools to EOOS.

EOOS provides the following solution methods: cut-set manipulation, re-solution of the PSA model, and a hybrid approach where the PSA model is solved at a higher cut off level to identify any outlier (high-probability) cutsets that become important in a particular plant configuration.  The cutsets from this solution are appended to a master cutset list.  In addition, EOOS builds a database of “previous runs” that it uses to determine whether it can skip the PSA solution step and proceed directly with existing cutsets.

Regarding re-solution of the model, EOOS works with a variety of quantification engines, including FORTE, RELMCS, KIRAP.  The interface to a quantification engine is generic, so other quantifiers may be developed and integrated into an EOOS set-up.

Solution speed varies according to several factors.  Some benchmark test results for the quantification engines are available on the web ((http://losaltos.ds-s.com/forte/).  EOOS includes numerous calculation options to work with fault tree and cutset modules, apply CCF and recovery rules, and calculate time-dependent effects, as well  as many others. EOOS works with a large linked fault tree. There are no limits to the size of the PRA model for EOOS.

EOOS uses DS&S’ CORA Security.  At the user’s discretion, this may be integrated with Windows NT security. The EOOS security system controls the user privileges listed below:

PRIV_ID
PRIV_DESC

1
Start EOOS

2
Open Operators Screen

3
Open Schedulers Screen

4
Administer EOOS

5
Take Item OOS on Operators Screen

6
Define Schedulers System Status gates

7
Change Basic Event Probabilities

8
Finely adjust Environmental Values

9
Change system alignments

10
Force a calculation

11
Import a schedule

12
Edit schedule

13
Calculate Schedule System Status

14
Calculate Schedule Risk

15
Change Environmental Factors

16
Edit Historical Data

17
Calculate Operators Risk

18
Import Plant Configuration

19
Pull from Schedule



In addition, control of access to the data files used by EOOS is achieved by the network administrator setting access controls to EOOS data.  The recommended network setup is to grant “read” privileges to all EOOS users, but “write” privileges only to users requiring it.

When EOOS opens a file for writing, it will lock it and other users may not access the same file.  When finished, it is closes and unlocks the file.  The locking time should be very small (less than a second).  In most cases, the files are opened read-only, and so are not locked.

If EOOS tries to open a file locked by another user, it will briefly pause, and then try to open it again.  If it cannot open the file after retrying for 5 seconds, it will announce the error.  This time delay can be adjusted by setting the FILEOPENRETRYTIME configuration option.

Finally regarding the integrity of the Risk Monitor PSA model, it should be noted that EOOS performs read-only operations on the PSA model.  It does not have editing functions for the model.  

EOOS works with models created by a variety of commercially available tools (CAFTA, RiskSpectrum, SAPHIRE, NUPRA, etc.).

EOOS, like any risk monitor can be used for any application that benefits from a PRA model.  EOOS is, in essence, a friendly graphical user interface for running sensitivity studies on a PSA. The following facilities are provided by the software:

· maintenance planning

· long term scheduling

· logging historical records of actual plant configurations

· addressing the requirements of the US NRC Maintenance Rule

· short term scheduling – different from long term scheduling in that it considers the combination of data in a work schedule plus data from the current plant log.

· monitoring compliance with LCOs, Outage planning guidelines, and other operational requirements

· justifications for continued operation (JCOs) using risk based arguments

· optimizing operator rounds – EOOS defines to most important equipment for operators to monitor during their rounds

· quantifying the value of surveillance procedures and compliance with outage planning requirements

EOOS can be used as a PSA tool for the following applications:

· for other purposes such as risk informed applications, precursor analysis, etc.

· for sensitivity studies for the basic PSA - for example, by changing basic event values, etc.

· for collection of analytical results - for example cut-sets, importance values, etc.

EOOS supports users wishing to work with past, present and future time frames. Within each of the above time frames, the following operations can be performed:

· review/ change previous plant configurations,

· impact of proposed changes on current history, and

· storage/ retrieval of case studies.

EOOS provides a formula-processing capability that allows the user to quantify performance shaping factors dynamically. This feature can be applied to human reliability modelling issues.  For example, if a particular instrument channel becomes unavailable, then an EOOS formula can translate that loss into a multiplier on a human error probability.

EOOS uses this same formula processing capability in shutdown PRA, where the user can use time-dependent formula to estimate human error rates as a function of available response time.  For example, an EOOS shutdown model would show that an operator error would be relatively more likely early in a refueling outage than later, when decay heat levels lower, and allow longer response times.

EOOS allows the following changes to plant configuration to be taken into account:

· components removed from service/ returned to service,

· activities carried out on the plant which affect groups of components,

· selection of running and standby trains,

· opening/ closing of the interconnections between trains,

· other plant alignments - for example valves open/ closed, maintenance/ testing,

· operating mode changes, and

· changes to “environmental factors” such as an increased likelihood of LOOP.

Configuration changes can be input in EOOS in the following ways:

· component lists (and trains, clearances, systems, etc.),

· mimics (hot spotted P&IDs),

· systems status panels, and

· import from plant computers (both manual and automatic).

There is no limit on the environmental factors that can be defined in EOOS. Changes are input by the user, using one of EOOS’ dialogs. The effects of the environmental factors can be set either using slider bars (for approximate subjective judgments), or by typing in numerical values.

There are no limits on the plant modes / plant operating states which can be defined. EOOS selects the appropriate PSA model and system/ function displays for the plant mode/ plant operating state.

EOOS uses an import process to input information on the future planned maintenance outages.  Most sites use the DS&S program IMPORTER to load data from other sources into the EOOS database.

Using EOOS, multiple units can be addressed simultaneously. Checks are carried out by the software to ensure consistency when two or more units are monitored at separate network locations.

EOOS provides the following information on the main screen:

· the level of risk from a particular plant configuration,

· the status of safety systems/ trains,

· the current plant configuration, and

· the allowed outage time/ allowed configuration time for the plant configuration.

In addition, pop-up screens provide the following:

· the cumulative risk for a given period of history,

· contingency advice for out of service components,

· restoration advice to indicate the ranked effects of returning components to service, and

· importance calculations.

EOOS provides one screen for Operators, and another screen for Schedulers.  There is a further screen for Administrators. The Operator’s screen shows a snapshot  of the plant status.  The Scheduler’s screen shows timelines and Gantt charts. The following information is presented in primary displays:

· the state of the plant,

· status assessments of safety functions, etc, and

· risk levels.

The following information is presented in secondary displays:

· relevant items (a deterministic calculation),

· important items (a probabilistic calculation),

· colour-coded Fault Tree browser,

· colour-coded cut-set browser,

· hot-spotted P&Ids,

· system importance, and

· summary of model changes at quantification.

The risk can be displayed on 3 standard scales, or a user definable scale.  The risk meter scales are colour-coded Green, Yellow, Orange, and Red.  Colour thresholds are user-definable.  The display includes the risk meter number, and the colour. The software displays changes in risk with time as timelines, on the same scales described above.

The ACT is presented as a number on the main screen. There are 7 standard formulations for calculation of the ACT, plus a user-definable option (see section 7).  The ACT is a function of “current risk” and fixed reference values like the “RiskLimit”. The software is can display the ACT for the past, present and future configurations. Different ACTs are calculated for different measures of the risk (CDF, LERF, boiling, etc) but EOOS does not prioritise these.

Information on the configuration of safety systems is presented via component lists, alignment lists, status panels, mimics, and colour coded fault trees and cutsets.

DS&S maintains the QA file for EOOS on EPRI’s behalf.  EOOS is distributed through the EPRI Software Center.  Upon request, EPRI may distribute design documents, test plans and procedures, test reports, or other information.

DS&S provides technical support to EPRI for the R&R Workstation, which includes support for EOOS.  In this regard, DS&S provides telephone technical support on EOOS questions, hosts periodic “work weeks” for EOOS users, runs the twice-annual user group meeting (1 in US, 1 in Europe), and provides numerous resources on the web (http://losaltos.ds-s.com/r&r/).

EOOS is one of the products available in EPRI’s Risk & Reliability (R&R) Workstation and  EPRI sponsors the R&R Users Group.  Group members assign priorities for all aspects of R&R software development.

EOOS Web resources include self-guided training packages for several different types of users (operators, schedulers, beginners, advanced, etc.). Also, user group meetings often feature breakout sessions for user training. Finally, DS&S provides on-site training through a separate services contract.

The need for further developments have been identified via the R&R User Group and the community of EOOS users. Numerous minor features and enhancements have been proposed which are currently undergoing QA testing and which are expected to be available by Summer 2002.

4.4 ORAM-SENTINEL™ 

ORAM-SENTINEL provides an integrated, or blended, approach, to risk assessment.  ORAM-SENTINEL performs risk assessments of scheduled and actual plant configurations, based on the availability of equipment important to risk, activities with the potential to trip the plant. and other risk significant activities.  These configurations are evaluated using both quantitative and qualitative techniques to develop an overall assessment of risk.  The software provides for Safety Function (or defence-in-depth) assessments, Plant Transient assessments, and Probabilistic Safety Assessments (PSA).  The software is used for both on-line and outage configurations.

ORAM-SENTINEL displays risk based on user-defined criteria which can include any or all of the assessments described above.  Risk is shown as a colour (typically Green, Yellow, Orange, Red in ascending order of risk) and PSA end-state values can be displayed.

EPRI initiated the Outage Risk Assessment and Management (ORAM™) project in 1992 to enable nuclear power plant personnel to assess and improve the level of safety and efficiency in managing outage periods. ORAM achieved these goals by addressing the initiatives in References [10] and [11].

Due to the success of this project for outage evaluations, similar software was developed (SENTINEL™) in 1995 to perform risk assessments during at-power conditions. SENTINEL was used to address many of the requirements in References [3] and [5].

ORAM-SENTINEL version 3.0 (released in 1997) combined the software tools so that both outage and on-line safety assessments could be performed with one software tool.  There have been subsequent versions released since version 3.0, providing many enhancements and new features to the software.  The current version of ORAM-SENTINEL is v3.4.

ORAMKit™ is a reporting tool separate from ORAM-SENTINEL.  It can be used to extract data and results from ORAM-SENTINEL models for use in other software (e.g., Excel).

PSALink™ was developed to provide an interface between ORAM-SENTINEL and PSA tools, such as CAFTA and NUPRA.  PSALink provides the capability to run PSA cases and store the results in ORAM-SENTINEL.  Although PSALink is separate from ORAM-SENTINEL, it is integral piece to using ORAM-SENTINEL at many utilities.

ORAM-SENTINEL and ORAMKit are EPRI software products.  ERIN Engineering and Research, Inc. is the developer of the software under contract to EPRI.  PSALink is developed and owned by ERIN.

ORAM-SENTINEL is used for outage and/or on-line risk monitoring at plants in the USA, UK and Slovenia.
ORAM-SENTINEL performs three different types of risk assessments: 

1) Safety Function Assessments and Plant Transient Assessments are the part of the tool which perform deterministic evaluations.  Safety Function Assessment Trees (SFAT) are used to evaluate the defence-in-depth of the safety functions defined for the plant.  Plant Transient Assessment Trees (PTAT) are used to evaluate the impact of activities that could result in a plant trip, and the defence-in-depth of systems used to mitigate various plant transients.  These Assessment Trees are solved for each configuration, using logic similar to Excel™ formulas (i.e., If-then statements and mathematical calculations).

2) Additionally, ORAM-SENTINEL models may contain Probabilistic Shutdown Safety Assessments (PSSA).  A PSSA is a simplified shutdown PSA which calculates the end-state frequencies (e.g., Core Damage, RCS Boiling) for every shutdown plant configuration.  The PSSA utilizes time-dependent calculations for recovery times and operator actions.

3) ORAM-SENTINEL stores PSA Results in a database for immediate access and display during risk assessments.  The results can be loaded manually from pre-solved cutsets or calculated “on-the-fly” using PSALink.  If a configuration is encountered whose results are not stored in ORAM-SENTINEL, PSALink will automatically run the PSA model and return the results. PSA results stored in ORAM-SENTINEL include end-state frequencies (CDF, LERF, etc.), prioritized lists of equipment to return to service and remain in service, and text fields which may be used to record any additional insights (e.g., important operator actions).

Regarding the last type of risk calculation, ORAM-SENTINEL uses the PSA quantification software that is normally used to calculate the plant’s PSA in conjunction with the PSALink software, which can be used to launch the appropriate risk engine (e.g., Forte and NURELMCS are supported and there have been discussions regarding interfaces for RISKMAN and RiskWatcher.) to quantify the PSA.  Results can then be retrieved directly from the cutset files created.  This has the advantage of not requiring conversion of a PSA model -- it can be used directly.  Additionally, PSA quantification can be done offline using any PSA software and the results can be loaded into ORAM-SENTINEL using PSALink.

While performing risk assessments using ORAM-SENTINEL, the PSA results are retrieved from cases stored in the ORAM-SENTINEL PSA Results Database.  If results exist for a given configuration, they are simply retrieved and displayed.  If the results for the configuration are not stored, PSALink can automatically start the PSA quantification software and determine the results.  If the PSA is unavailable, defense-in-depth assessments (SFAT and PTAT) are always available for evaluating plant risk.

If results exist in the ORAM-SENTINEL PSA Results Database, they are displayed nearly instantly.  If the PSA must be run, the speed is based on the capability of the PSA software being used.  Loading the results from cutset files requires only a few seconds.  The Safety Function and Plant Transient assessments are calculated in about 1 second for a single configuration.  A typical outage, consisting of 1000 - 2000 activities, requires several minutes to evaluate.

Any size limits are based on the PSA software being used.  ORAM-SENTINEL can store an essentially unlimited number of records.  Typical ORAM-SENTINEL models contain up to 20 different Safety Function or Plant Transient assessments, although the number of different assessment categories can be much larger.

ORAM-SENTINEL and PSALink do not solve PSA models, rather PSALink is used to interface with PSA models and the results are stored in the ORAM-SENTINEL model. This means that both linked fault tree and linked event tree models can be accommodated.

Regarding the security features of the software, UserID and Passwords are required to enter the software.  There is no requirement for software keys (dongles) or other security devices. Personnel with supervisory access to the software can set the access privileges for each user. The PSA model, cutset files and data are not stored with ORAM-SENTINEL; the security for them is based on the PSA software.  Control of ORAM-SENTINEL models and data are based on the user’s access privileges. Critical functions, such as making changes to the model, cannot be performed by more than one user at a time while in network operation. The databases that comprise the ORAM-SENTINEL model are archived during the Save Model operation, to ensure that the integrity of the databases is maintained.  Typical users maintain the controlled model on a secured network drive and/or  back-up location.

ORAM-SENTINEL can be used for the following activities, plus real-time monitoring of plant risk using the Work Release mode:

· maintenance planning / long term scheduling:  The user can import the online and/or outage schedules and evaluate/display results over time.  Additionally, the user can perform what-if evaluations (hypothetical modification to schedule) to observe impact on results.  By allowing the user to select the date frame for display, users can view results from different date frames (as little as one day to several years).

· logging historical records:  There are two “schedule” databases in ORAM-SENTINEL, Planned and Actual.  The user can log actual plant configurations and store the configurations and results for historical purposes.  Additionally, if an electronic log is used, ORAM-SENTINEL can accept input from the log and store the results for historical purposes.  With the updated Work Release Mode (v3.4) and ORAMKit, can log and extract historical records.  Also, can import from logging software.

· ORAM-SENTINEL and ORAMKit fully address the requirements of the US NRC Maintenance Rule, including the new (a)(4) requirements.  This includes real-time evaluations of actual plant configurations.

ORAM-SENTINEL, in combination with PSALink, can be used for the following purposes: 

· performing batch quantifications of many different configurations (e.g., to support sensitivity analyses for risk-informed applications),

· changing basic event values in CAFTA and NUPRA, including setting events to True and False, and

· PSA Results (including prioritised lists of important equipment) determined using PSALink are stored in ORAM-SENTINEL.  Any cutset files created by running the PSA model are stored on the drive specified by the user.

ORAM-SENTINEL addresses risk in the past, present and future time frames.  The user may select the desired time frames for analysis and viewing, either as single configurations or in a graph over time.  Additionally, two sets of data (planned and actual) for the same time frame may be stored and accessed.

The following facilities are provided within each time frame:

· review/ change previous plant configurations, either for a what-if (hypothetical) calculation or to be stored.  Activities may be added, edited or deleted,

· an integrated consistency check to ensure accurate history,

· impact of proposed changes on current history, and

· storage/ retrieval of case studies.

Human reliability issues associated with the PSA model are handled by the PSA software. ORAM-SENTINEL makes use of Higher Risk Evolutions (HRE) in the Safety Function and Plant Transient assessments.  Activities entered into the schedule can be coded to indicate that they present an increased risk due to human performance or other issues. 

In the outage PSSA, human actions can be included in sequences.  Because of the widely varying times available to operators during shutdown conditions, the values for the Human Error Probabilities (HEP) can be changed based on the time available to perform the action. The time available to operators (e.g., time available before RCS boiling) can be displayed in the WR panel.

Guidance, compensatory actions, and other information associated with human reliability can be stored in ORAM-SENTINEL and provided to the user (e.g., operator) for a given configuration.  For example, some sites evaluate the cutsets for different configurations and determine the operator actions which are important to minimizing risk.  Description of these actions can be listed with the results of the risk assessment.  Another example is during a specific configuration, free form text guidance can be provide to describe compensatory actions to be taken prior to entering the configuration (e.g., pre-job briefing, additional personnel for oversight).

If desired, activities affecting human reliability can be used to modify HEPs in the PSA prior to running the model.

The software can address the following changes to plant configuration:

· components removed from service/ returned to service. The user can input and store activities with their descriptions and display these along with impact on the PSA results as well as the deterministic analyses.

· activities carried out on the plant which affect groups of components. Activities entered can be mapped to any number of component states and can be considered as HREs.

· selection of running and standby trains.  Variables within the ORAM-SENTINEL models can be assigned states of running, standby, etc.

· opening/ closing of the interconnections between trains.  Variables within ORAM-SENTINEL representing electrical or mechanical interconnections can be assigned states of open, closed and/or unavailable in a certain position (e.g., valve unavailable in the closed position).

· other plant alignments - for example valves open/ closed, maintenance/ testing.  Each variable can have multiple states.  Additionally, many shutdown models include variables for level (e.g., midloop, normal, cavity flooded) and other configurations not specific to a given component. 
Inputs to ORAM-SENTINEL can be provided by the following means:

· component lists. In the Work Release Mode, the user can customize any number of component/configuration lists, or use the default component lists provided by the software.  For example, a component list may contain all the plant components within the model, while another one contains just those components associated with a specific train. In the interface with external scheduling software, ORAM-SENTINEL provides for unlimited mapping between activities and the associated variable(s) in the model. See an example in Figure 15 -1 below.

Figure 15-1 Customized Component List
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· systems status panels. In the WR Mode, the user can customize up to 6 status panels (including separate ones for on-line and outage).  These status panels can be used to change and view the status of individual components, or access component lists as described above - see Figure 15-2.

Figure 15 -2 System/Configuration Status Panel
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· import from plant computers. In the Work Release Mode, the software can be used to automatically poll for changes in plant computer or electronic log files, and import the data for immediate evaluation. Although manual import via a batch process is typically used for work planning or long-range scheduling, batch files can be developed which utilize command line interfaces with ORAM-SENTINEL, to automatically load data from a computer output file.  For example, many sites performs an automatic extraction from the plant schedule each night and loads the data to ORAM-SENTINEL, so that the current schedule is available to all users every day without a need to perform an import.
· in the Gantt Schedule view, which represents the schedule of activities, the user can add new activities via a text edit window and edit/delete previously imported data. In the Work Release mode, activities entered as “planned” can be converted to actual as they are released for work.  Start and end times and dates can be modified.
Environmental factors are addressed in ORAM-SENTINEL using Higher Risk Evolutions. This can be used to address features such as severe weather, although any variable can be created in the model to represent a desired condition. Any number of user-defined factors can be incorporated in the model.  This feature is not limited to strict “environmental factors.”  Activities which affect the likelihood of an initiating event (e.g., a surveillance test) can be mapped to a variable which affects initiating event frequencies and/or basic event probabilities. They can be input and modified as described above.  Environmental factors can have multiple states (e.g., likelihood of severe weather = moderate, severe, etc.).

For the Safety Function and Plant Transient assessments, the status of the environmental factors (or any other higher risk evolution defined for the model) is factored into the assessment tree.  Typically, the output result of the assessment tree (a colour) is increased based on pre-defined rules input to the model.  For example, if a weather condition increases the likelihood of losing offsite power, the AC Power Safety Function and Loss of Offsite Power Plant Transient assessment results would be increased from green to yellow.  This allows for a qualitative assessment of the impact of environmental factors or other HREs, since the quantitative impact is often difficult (or impossible) to define.

For the PSA results, environmental factors and other HREs can be used to modify the frequency of one or more initiating events, change a basic event probability and/or set a flag within the PSA model.  For example, several sites have different cooling water success criteria based on the temperature of the cooling water available to the plant.  Different parts of the PSA model are activated using flags, based on the status of a variable in ORAM-SENTINEL.

ORAM-SENTINEL provides all-modes configuration monitoring.  Any number of plant operating states can be defined in the model.  Plant operating states are determined in ORAM-SENTINEL by the status of variables (e.g., Plant Mode, RCS Level) set by the user or input to the schedule. Based on the plant operating state/mode, PSALink can be used to interface with a different PSA model, or set flags (or perform other similar operations) in the PSA model to ensure that the proper evaluation is performed.

The Safety Function and Plant Transient Assessment Trees (SFAT/PTAT) may also change based on the plant mode/operating state.  For each safety function (or plant transient), the model may contain any number of assessment trees.  Fault trees and equations used to determine the status of equipment may also change as needed, based on the plant operating state (e.g., if the reactor is in cold shutdown, steam driven equipment are not available).

Each plant operating state may use different calculations (PSA and deterministic) to obtain the results.  Criteria for risk levels, status lights, truncation limits, panels and displays can be defined separately for on-line and outage modes.

Maintenance schedules are imported into ORAM-SENTINEL via a semi-automatic process that involves downloading a text file from the maintenance planning software, and then importing that file.  Many utilities have developed their own specific software to extract the required information from the scheduling/planning software.  With the use of command line arguments, an external program can be developed to extract and manipulate schedule data and import it to ORAM-SENTINEL in one step.

If the PSA model is capable of addressing multiple units, the ORAM-SENTINEL model and PSALink can be set-up to accommodate this.  The schedule and/or status of equipment can be entered for both units.  Assessment Trees for Safety Functions and Plant Transients can be developed in a way to account for multiple units and shared equipment; this is very common in ORAM-SENTINEL models. However, there are no checks implemented to ensure consistency when two or more units are monitored at separate network locations.

The level of risk from a particular plant configuration is displayed as a colour and value.  Colours can be displayed for overall risk, PSA risk and assessment tree (defence-in-depth) results.  PSA end-state frequencies, or increase in frequencies from the base case can be displayed.  The amount of time available in a given configuration before exceeding a risk level (i.e., risk-based allowed outage times) can also be displayed.  Risk can be displayed for a singe configuration or over time (e.g., graphs)

The cumulative risk for a given period of history can be displayed on a graph of risk over time, for any time period selected.  A colour can be determined based on the cumulative risk for a single configuration.  Endstate frequencies and times in configuration can be extracted using ORAMKit, so that the data can be used and displayed in programs (e.g., Excel) external to ORAM-SENTINEL.

Several ways exist to display the status of safety systems/ trains. Schedule Gannt view over time is provided, and for single configurations status panel buttons, list of activities, and components/configuration states can be used.
Figure 20 -1 Schedule Gannt View with Overall Status Results
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Figure 20-2 Assessment Tree Support System Status
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Figure 20-3 Current Activities View
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Contingency advice/ Compensatory Measures  can be supplied and displayed for out of service components for each unique plant configuration, and individual contingency actions can be linked to multiple configurations.

The ACT for the plant configuration is displayed as a number and colour.

Restoration advice to indicate the ranked effects of returning components to service is provided in addition to contingency/compensatory advice, the “remain in service” and “return to service” priorities, based on risk worth, are displayed for each configuration.  PSALink is used to retrieve importances from the PSA model for each configuration.  Importances are stored and displayed as ranked lists of return-to-service and remain-in-service components.

In addition there is a Schedule View and What-If Results capability.  This is a graph which displays the before and after comparison of results for proposed changes to the schedule.

ORAM-SENTINEL has two main results view modes where deterministic and probabilistic information can be viewed (Schedule Planning Mode and Work Release Mode).  In the Schedule Planning Mode, deterministic results are presented on a configuration timeline – see Figure 21-1.  Risk levels are easily identified with colours (Green, Yellow, Orange, Red and White). 

Figure 21-1 – Safety Functions Status Display

[image: image6.jpg]B (Green) O trelow O (@rangel B Fed {Atemate Mods)






Figure 21-2 – Overall Plant Status View
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Each Safety Function and Plant Transient can be further investigated by from this view.  Figure 21-3 shows an example Safety Function Decision Path window for the Emergency Core Cooling – Online Safety Function.  Note that the output colour is yellow and a Yellow path is highlighted showing which system and train failures contributed to the end-state colour.  Results can be traced back to the activity or set of activities that caused the colour degradation by clicking and “drilling down” or ‘tracing” through the model logic.


Figure 21-3 – Safety Function Decision Path
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Probabalistic Results (PSA Results) can be viewed in the schedule planning mode either graphically over the entire date frame or by single configuration.  Figure 21-4 shows an example PSA graph and Figure 21-5 shows the PSA configuration results for a single configuration. 

Figure 21-4 – PSA Graph View
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End-state frequencies can be viewed by tracing on the PSA Graph (Figure 21-4) on any particular date and time, or by tracing on the PSA colour box on the top left of the Configuration Guidance View – see Figure 21-5.

The PSA Graph can be zoomed in or out to display the results over a different time frame.  The results can be displayed as shown in Figure 21-4, as cumulative values, or normalized against baseline results.


Figure 21-5 – Configuration Guidance (PSA Configuration) View
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For single configuration view, ORAM-SENTINEL has a user-definable Work Release Mode Screen.  It displays all of the same information shown in Schedule Planning Mode as well as other features such as equipment lists, status buttons, user definable variables, allowed outage time, etc.  An example of an ORAM-SENTINEL Work Release Screen is shown below in figure 21-6.

From this screen, assessment tree results can be traced in the same manner as shown in Figure 21-3.  The status buttons used to display component/configuration states have user-defined colours to indicate the state (e.g., green for available, red for unavailable, yellow for standby).

In the Work Release Mode, configuration changes can be evaluated temporarily to determine the risk, and then saved or discarded.

Figure 21-6 – ORAM-SENTINEL Work Release Screen
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Figure 21-7 – Schedule View What-if Comparison Results
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Any number of PSA end-states, Safety Function Assessments and Plant Transient Assessments can be evaluated and displayed. Examples are CDF, LERF, Individual Initiating Event Frequency contributions (PSA endstates), Reactivity Control, Decay Heat Removal, Containment Integrity (Safety functions), and others.

Risk-based ACTs can be stored in the ORAM-SENTINEL PSA Results database.  ACT is displayed on the Work Release Screen in the Top right corner (see Figure 21-6).  In work release mode, ACT is displayed for the current configuration along with the current time in configuration and is based on a single endstate defined by the user (CDF, LERF, etc.)  ACTs can be displayed over time in a graph similar to the PSA graph in Figure 21-4.   ACT could also be compared against the time in configuration and a colour provided in an SFAT or PTAT, based on the ratio of these values.

The ACT is calculated by PSALink using the PSA results and user-defined rules. For example, ACT may be defined as the number of hours in which a configuration CDP (Core Damage Probability) would equal 10-6.  The results are saved in the PSA results database for each unique configuration record. As for other results, the ACT can be displayed for past, present and future configurations.

Currently, the “hard-wired” ACT result (the one specifically treated as an ACT) can only be calculated and displayed for a single end-state (e.g., CDF) per mode of operation.  However, user variables can be defined to calculate ACT based on any other end-state.  These can be graphed similar to the one in Figure 21-4.  They can also be displayed as a value and colour in the boxes shown across the middle of the screen in Figure 21-6 (labelled Variable 1, Variable 2 and Variable 3).

Information on the configuration of safety systems can be displayed via component lists, alignment lists and status panels. In addition, when tracing through assessment trees, the end result is the status of the component or variable that affected the results, as well as the activity(ies) that changed the state of the component/variable.

The software is tested using a comprehensive validation and verification test.  This software verification and validation package (including the test steps, models, and results) can be provided to users upon request.  Additionally, EPRI performs software testing prior to release.  All software that is released must receive an A grade in the EPRI tests.

A Helpline is available to all ORAM-SENTINEL users.  Additionally, project reports are available to EPRI members that describe ORAM-SENTINEL implementation projects at several sites.  ORAM-SENTINEL users group members may participate in the annual meeting and are eligible to receive free training (classes are held annually at a hosting utility’s facility.  The EPRI website contains an ORAM-SENTINEL section for latest news, information, events, and downloads.

Until the end of 2002, the EPRI OMF (Outage and On-Line Management Forum) serves as the ORAM-SENTINEL Users Group.  The OMF is an EPRI organization created to provide a venue for nuclear utility members to exchange ideas and methods for improving outage duration and safety, and for performing on-line maintenance.  Additionally, the OMF provided a means to disseminate information on the ORAM-SENTINEL software and related products to the OMF members.  To administer and direct the content and schedule of these activities, the OMF Steering Committee meets annually.  ERIN Engineering and Research provides support for the OMF by providing training, expert software assistance and implementation support.  The steering committee, along with the EPRI project manager, and ERIN coordinates and provides direction for ORAM-SENTINEL code enhancements and releases.

Starting in 2003, the ORAM Users Group will provide direct software support (including training, annual meeting, etc.).  However, the functions of the OMF related to configuration risk management (both outage and on-line) will be replaced by the EPRI Configuration Risk Management Forum (CRMF).  ORAM Users Group members will automatically be members of the CRMF.

Regarding training for users of the software, Plant Scheduler and/or Operator Training can be provided as well as Advanced Model Builders Training.  Annual training hosted by the OMF/ORAM Users Group covers general user activities (importing, changing plant status, evaluations, tracing) as well as advanced model building training.  Individual training on utility-specific models and procedures can be done on-site by ERIN personnel.

Regarding future developments of the software, a list of potential enhancements is maintained by ERIN.  The steering committee, along with the EPRI project manager provides direction for ORAM-SENTINEL code enhancements and releases. PSALink will be upgraded to 32-bit software in the next few months, to interface with 32-bit CAFTA.  ORAMKit is expected to be upgraded (date unknown) to provide additional reporting capabilities.  EPRI has agreed to license the ORAM-SENTINEL technology to ERIN for future software, which will be a follow-on to ORAM-SENTINEL.  The software (PARAGON™) will be the next generation of software for ORAM-SENTINEL users.  PARAGON will be a 32-bit Java application running on an application server using an enterprise database.  ORAM-SENTINEL models will be converted to PARAGON model structures.  The user interface and software operation will be similar to ORAM-SENTINEL, so that minimal re-training will be needed for users transitioning to PARAGON.
4.5 ESSM, ESOP1-LINKITT and ESOP used in the UK

4.5.1 Essential Systems Status Monitor (ESSM)

The ESSM (Essential Systems Status Monitor) is used at Heysham 2 Power Station to assist the operator in managing outages of safety related plant while the reactor is at power and in the initial stages of shutdown when decay heat levels are relatively high.  It addresses compliance with the station’s operating rules.  To justify continued operation the operator has the choice of demonstrating compliance against a predetermined set of plant outage limits or he may carry out an ‘on-line’ risk assessment to demonstrate that the risk is acceptable.  Although ESSM was designed originally as tool for the operators at the control desk, it is also used in outage planning.

ESSM was first used at the time of station commissioning i.e. around 1988.  It was produced in-house by the licensee (Central Electricity Generating Board) and runs on a Honeywell computer.  The production of a level 2 PSA as part of the Periodic Safety Review completed in 1999 suggested that ESSM would need to be upgraded or replaced.  Since Heysham 2’s sister station (Torness) faced a similar problem, it was decided to pursue further development of Torness’s ESOP1/LINKITT software and this has resulted in a combined operating rule compliance aid / risk monitor program called (somewhat unoriginally) ESOP.  This is due to be installed in late 2002 (see separate questionnaire).  The risk assessment module of the new software will carry out a complete re-evaluation of the level 2 PSA model.

ESSM has the level 1 reactor PSA programmed within it in the form a single large logic tree, which can be modified to address some electrical supply cross-connections.  This tree is solved using algorithms developed in-house to calculate a ‘top gate’ risk.

The quantification software was developed in house and is optimised for the particular construction of the PSA logic tree.  There are probably hardware-imposed limits on the size of model that can be handled.  The hardware platform and the method of coding the PSA make changes to the model expensive, time-consuming and difficult to verify.  In practice, ESSM is not a suitable platform to support changing PSA models.  A PSA quantification takes typically 3 to 4 minutes.

For security, the entry to the software to run the Risk Monitor is controlled so that the general user has no access to those parts of the model and software which are validated by the QA control of the software. There are different levels of access allowed to different users, with the control of changes to the PSA model/ cut-set files/ data contained in the Risk Monitor being under the sole control of the administrator and not accessible to the general user.

ESSM contains a hard-coded PSA model which cannot be changed by the user.  It runs on a stand-alone Honeywell computer – and does not interface with the standard station network.  Neither the program nor the software can be changed.  ESSM can be used to carry out ‘what if’ calculations (planning mode), or may be used by the operators to record actual plant configurations.  Different levels of access are therefore available for planning or operational purposes.

ESSM has no direct interface with basic PSA software.

ESSM is used primarily to address operation at power although it is also applicable to the initial stages of shutdown when decay heat levels are relatively high.  (Note that the AGRs do not have the many modes of operation applicable to PWRs.)  ESSM produces a numerical risk assessment and includes a facility to carry out a compliance check against ‘paper-based’ plant outage rules specified in the Identified Operating Instructions.  Thus, should ESSM become unavailable, the operators are able to continue operating provided the plant configuration lies within the limits of the ‘Upperstop Rules’ (in which case there is no time limit for operation in the particular configuration) and/or the ‘Backstop Rules’ (operation is limited to 36 hours).

The maintenance planning section has access to ESSM to check that planned maintenance activities (carried out mainly at power) are acceptable.

ESSM can be used as a PSA tool only inasmuch as a top level risk calculator.  Data changes are not possible. ESSM provides a rapid means of supporting risk-informed decisions.  However, to support formal safety case studies, full PSA calculations are generally used.

The software may be used for past, current and future risk evaluations.  A rolling annual risk is calculated via a separate spreadsheet using individual risk evaluations for each change in plant configuration. ESSM does not provide any special facilities within these timeframes.  It merely calculates a 'core damage' risk based on the input plant configuration.  Manipulation/analysis of these risk values e.g. rolling annual risk may be carried out using proprietary software.

Where human reliability issues are included in the PSA model they are included in ESSM.  Human reliability may therefore be addressed by the risk monitor - but receives no special methods of treatment.

The software addresses the availability of essential plant and components.  For the AGR, different modes of operation are not applicable.  The quadrantisation of the Heysham 2 reactor design does not permit significant realignment of plant although certain electrical plant reconfigurations can be handled by ESSM. Changes to plant availability states are input manually via a computer terminal using a system of plant item codes.  ESSM does not use a graphical or pictorial interface.

Environmental effects are addressed deterministically via the reactor operating instructions and do not feature as initiating event modifiers in the PSA.

The AGRs' PSAs address power operation only.  The only other mode is 'shutdown' and plant availability in this state is governed by deterministic rules.  PWR operation modes are not applicable.

Maintenance planning includes risk assessments using ESSM.  There is no specific maintenance planning software.  In general, Heysham 2 has multiple redundancy and diversity in its protection systems and has been designed to facilitate most maintenance whilst at power.  Planned maintenance has, in practice, proved to be benign in terms of risk increases.  Unplanned maintenance is the more significant contributor to rolling average risk.

ESSM contains no coupling between the two units.  A 'shared' component must be manually entered for each unit on separate terminals.  No automatic cross checking is performed - but manual inspection of ESSM printouts would be expected to reveal any discrepancies.

ESSM produces a numerical estimate of the risk level which is available to the operator on the printed output.  The output presented at the ESSM terminal indicates the overall reactor state i.e. 'normal operation', 'urgent maintenance' or 'immediate remedial action' - but does not include a risk value.  However, each of these three reactor states is subdivided into three bands: categories 1/2/3 - which are representative of the calculated risk.  Appropriate outage times for these reactor states are specified in the Heysham 2's 'paper-based' operating instructions.

The ESSM terminal displays include a menu for identification of plant that would reduce the risk significantly.  A method called 'path set evaluation' is used on the most significant cutsets produced from the risk evaluation.  This seeks to identify those items (if any) that, if returned to service, would increase the order of the significant cutsets by one.  These plant combinations, ordered by the number of items in each, are displayed on demand at the terminal.

The main output from ESSM is a print of the results of the risk calculation.  The hardware is unable to handle graphical or pictorial displays of information: the interface is purely textual.

A risk value is not displayed at the ESSM terminal.  ESSM displays the plant state (normal, urgent maintenance, immediate remedial action) together with one of three categories which indicates to the operator whether the plant is near the 'top', 'bottom' or 'middle' of the state.  Plots of the variation of risk with time are compiled outwith ESSM (using the printed output) using proprietary software.

ESSM does not display ACTs.  As indicated above, ESSM displays the plant state: normal, urgent maintenance or immediate remedial action.  A 'Normal' maintenance state is permitted to exist without any time limit, an 'Urgent' maintenance state is permitted to exist for 36 hours - and 'Immediate Remedial Action' denotes an unacceptable plant state.  The 36 hour time limit is stated in the Heysham 2's written operating instructions.  In risk terms, ESSM indicates 'normal' maintenance for a risk increase factor of less than 10; 'urgent' maintenance applies for risk factor increases between 10 and 100.  (It may be noted that a risk increase factor of up to 200 has been separately justified for 'urgent' maintenance.  However, this has never been coded into ESSM.  Should the need arise, the operator may use the printed output from ESSM which contains the results of the risk calculation to manually determine whether 'urgent' maintenance is appropriate.)  The management of the ACTs is handled manually: the 'clock' is only reset to zero if a 'normal' configuration (i.e. plant configuration permitted without any time limit) is established.

The PSA within ESSM is a level 1 PSA.  Risk is therefore a measure of CDF.

The configuration of safety systems is presented on the printed output generated by ESSM.

Since ESSM is an 'in house' program, validation was carried out within the Central Electricity Generating Board.  Validation is therefore not provided as a separate package - but was fully documented at the time of implementation.  Such evidence of validation was required as part of the modification submission to implement the software.

There are no prospective users of ESSM since it is has been designed specifically for Heysham 2.  The hardware platform is no longer supported. There is no software owners group as such.  Day to day advice on ESSM queries is handled by the Nuclear Safety Group at Heysham 2.

Training for new users of the software is normally managed on the station as part of operator training.

Further developments of the software are now in hand.  Changes have been suggested by changes in PSA modelling techniques, changes in computer technology, by looking at alternative 'commercially available' Risk Monitors – but the most important drivers for change have been a combination of hardware obsolescence and the impracticability to update the software.  Section 4.8 on the new Risk Monitors for Torness and Heysham 2 (to be introduced late in 2002) details the developments proposed.

4.5.2 ESOP1-LINKITT

The companion programs ESOP1 and LINKITT are used together at Torness Power Station to assist the operator in managing outages of safety related plant while the reactor is at power and in the initial stages of shutdown when decay heat levels are relatively high.  ESOP1 address compliance with Technical Specifications.  Although the Technical Specifications are risk-based, the initial stage of compliance assessment is essentially a yes/no decision as to whether the plant configuration is acceptable to continue indefinitely.  In plant outage configurations where compliance assessment by ESOP1 suggests that the plant state may be unacceptable without some time limitation, LINKITT is used to determine the risk increase and also the time for which this may be permitted.  Although ESOP1 and LINKITT were designed originally as software tools for the operators at the control desk, they have also found use by outage planning personnel.
The original versions of ESOP1 and LINKITT originated at the time of station commissioning i.e. around 1988.  They were produced in-house by the licensee (South of Scotland Electricity Board) and ran on a VAX mainframe computer.  With the advent of fast desktop PCs, the software was refined and re-written to run on networked PCs (1996).  This work was again carried out in-house.  The production of a level 2 PSA as part of the Periodic Safety Review completed in 1999 suggested further development of the ESOP1/LINKITT software and this has resulted in a combined operating rule compliance aid / risk monitor program called (somewhat unoriginally) ESOP.  This is due to be installed in Autumn 2002  and is described in section 4.8.  The risk assessment module of the software will carry out a complete re-evaluation of the level 2 PSA model: the approach used in LINKITT uses a pre-solved cutset manipulation technique. 

LINKITT takes pre-solved cutsets from the level 1 PSA and removes those basic events in each cutset which correspond to plant being out of service and/or inoperable.  The complete cutset list is then re-minimalised and the overall frequency is re-evaluated.  The effects of cutset depletion have been evaluated and the results have been shown to be slightly pessimistic compared to a full re-quantification solution.

The software used to carry out the cutset manipulation and minimalisation has been developed in-house.  It is written in C++ and produces a full solution in about 10 seconds on a 700 MHz PC.  There is no theoretical limit to the size of model that can be incorporated but the solution times vary approximately as the square of the number of cutsets.  In practice it has been found that, for the very large models in use today, the number of cutsets required to be processed is too large to provide acceptable solution times.  A subset of the whole model cutsets can be used to bring down the solution time, but this leads to inaccuracies in the solution when a significant number of plant items are declared unavailable.

Since the Risk Monitor uses a cutset approach, it is immaterial which approach is used in the PSA model.  The PSA is separately processed using RiskSpectrum which can accommodate both modelling techniques.

For security, the entry to LINKITT to run the Risk Monitor is controlled so that the general user has no access to those parts of the model and software which are validated by the QA control of the software. There are different levels of access allowed to different users, with the control of changes to the PSA model/ cut-set files/ data contained in the Risk Monitor being under the sole control of the administrator and not accessible to the general user.

No facility exists in LINKITT for a user to change either the software or the PSA cutset data.  The software is installed on local PCs and is not served over a network.  PSA data integrity is maintained by providing the cutset data on a read-only CD.  

Although LINKITT risk evaluations may be saved on the PC's hard drive, the formal record of a risk calculation is a printed output, listing the plant out of service together with the cutset analysis.  This is signed by the appropriate control room operator and retained as a formal record of the risk evaluation.  The performance section carries out a ‘validation’ calculation (on a separate PC) as soon as is practicable (usually within 72 hours).  Self-test and checksum facilities are provided in the software to provide confidence in its continued integrity.  Access control is physically limited by placing the operators' PC in the Central Control Room.  An administrator (who provides the operators with a new CD and removes the old one) controls updates to the PSA model.  Changes to the software or the PSA data are controlled by the station's procedure for modifications.  

Regarding compatibility, as long as cutsets can be produced from other PSA software, the PSA package may be used with the Risk Monitor.

LINKITT is used primarily to address operation at power although it is also applicable to the initial stages of shutdown when decay heat levels are relatively high.  (Note that the AGRs do not have the many modes of operation applicable to PWRs.)  In practice the operators carry out LINKITT risk evaluations only when the plant departs from pre-justified configurations provided in the Tech Specs.  (Assessment of Tech Spec compliance is aided by a companion program to LINKITT called ESOP1.)  LINKITT risk evaluations by the operator typically occur about 5 times per year.  However, the performance section use LINKITT to carry out evaluations of rolling annual average risk - and in this case the complete plant configuration history is input.  The rolling average risk plots are presented to the regulator at each 6 monthly review meeting.

The maintenance planning section has access to LINKITT to check that planned maintenance activities (carried out mainly at power) are acceptable.

It should be noted that LINKITT also provides a check against British Energy's deterministic Nuclear Safety Principles i.e. the Single Failure Criterion and Defence in Depth.  Frequent initiating events must always have sufficient protection to satisfy the Single Failure Criterion; infrequent initiating events must always be provided with at least a single line of protection.

LINKITT can be used as a PSA tool.  A separate version of the software is available within Engineering Division which allows user manipulation of the cutset data.  Thus sensitivity studies may be carried out on the basic data.  The software provides a very quick means of assessing the effect of outages and maintenance intervals on risk.

LINKITT is based on a level 1 PSA.  It could be extended to address all release categories for a level 2 PSA, but is presently limited to the highest category of release (equivalent to core damage).

LINKITT provides a rapid means of supporting risk-informed decisions.  However, to support formal safety case studies, full PSA calculations are generally used.

The software is used for past, current and future risk evaluations.  A rolling annual risk is calculated via a separate spreadsheet using individual risk evaluations for each change in plant configuration.

The 'standard' LINKITT package does not provide any special facilities.  It merely calculates a 'core damage' risk based on the input plant configuration.  

Manipulation/analysis of these risk values e.g. rolling annual risk are carried out using proprietary software.

Human reliability issues are included in the PSA - and will appear in the PSA cutsets for those sequences where claims on operator action are made.  They are therefore addressed by the risk monitor - but receive no special methods of treatment.

Environmental effects are addressed deterministically via the Tech Specs and do not feature as initiating event modifiers in the PSA.  However, LINKITT's check against the requirements of the deterministic Nuclear Safety Principles highlights potential vulnerabilities to high winds and the software advises appropriate action if severe weather conditions are expected imminently.

The AGRs' PSAs addresses power operation only.  The only other mode is 'shutdown' and plant availability in this state is governed by deterministic rules.  PWR operation modes are not applicable.

Maintenance planning includes risk assessments using LINKITT.  There is no specific maintenance planning software.  In general, Torness has multiple redundancy and diversity in its protection systems and has been designed to facilitate most maintenance whilst at power.  Planned maintenance has, in practice, proved to be benign in terms of risk increases.  Unplanned maintenance is the more significant contributor to rolling average risk.

LINKITT addresses risk on a single reactor since the PSA is applicable to a single reactor, although this does include shared systems.  LINKITT's companion program, ESOP1, which addresses Tech Spec compliance, uses a similar interface and includes common plant systems and treats both units simultaneously.

LINKITT produces a numerical estimate of the risk level (in absolute terms) but also provides a 'risk increase factor' (or Full Plant Ratio - FPR) which is the more commonly used measure of risk.  Post processing converts this FPR into an allowable outage time for the entered plant configuration.  Cumulative risk measures are evaluated using proprietary software outwith LINKITT.  Printed output is provided as well as a clear display to the operator of the current status of the essential systems.  Advice on 'beneficial single plant re-instatements' is provided on a deterministic basis using the Tech Spec compliance tool - ESOP1.

The risk monitor provides a numerical measure of risk - output as a single figure.  Together with the analysis against the deterministic Nuclear Safety Principles, LINKITT also presents a decision tree indicating the 'route to the conclusion' i.e. a map is displayed to the operator which explains the basis for the allowable outage time or the reasons why the plant state is deemed to be unacceptable.  For certain hazards (fire and high winds) supplementary advice (if applicable) is given on the establishment of fire watches in key areas, or the importance of monitoring impending weather conditions.  No distinction on time frames is made: the input is assumed to be 'current' and the advice given applies to the immediate future.

The risk is presented to the operator as a single figure representing the risk increase factor (above that of the full essential system availability).  Any variation of risk with time is compiled outwith LINKITT using proprietary software.

The allowable configuration time is presented to the user via the 'decision tree' described above.  The allowable configuration time is derived from the 'point risk' increase factors: a risk increase factor of up to 10 is permitted for a ~tenth of a year (31 days); a risk increase factor of up up to 100 is permitted for 3 days.  The management of the ACTs is handled manually: the 'clock' is only reset to zero if a 'normal' configuration (i.e. plant configuration permitted without any time limit) is established.  The most restrictive time limit is applied by the operator should a 'normal' configuration fail to be reached.  LINKITT is based on a level 1 PSA and only CDF is used as the effective risk measure.  (LERF and boiling are essentially PWR metrics.)  Displays of past/present/future ACTs are not normally produced - but could be generated using LINKITT information processed externally by standard software.

The configuration of safety systems is presented on 'status panels' which mimic the manual Tech Spec compliance sheets which the operators fill out each shift.

Since LINKITT is an 'in house' program, validation is carried out within British Energy.  Validation is not provided as a separate package - but is fully documented.  Such evidence of validation is required as part of the modification submission to implement the software.

Support is provided by British Energy Engineering Division on an immediate basis, if required.  There is no software owners group.  Feedback on the software, as well as the production of enhancements is carried out as part of 'normal business' between Engineering Division and Torness.

Training for new users of the software is normally managed on the station.  For significant upgrades, Torness operations personnel are normally involved in the project team and suitable training material is developed to suit the particular requirements of the station.

Further developments are in hand.  Minor enhancements are made in consultation with the station and are progressed (and sometimes identified by) modification submissions.  Changes are also suggested by changes in PSA modelling techniques, changes in computer technology and by looking at alternative 'commercially available' Risk Monitors.  Section 4.8 on the new Risk Monitors for Torness and Heysham 2 (to be introduced in Autumn 2002) details the developments proposed.

4.5.3 ESOP

ESOP is to be used Heysham 2 and Torness Power Stations to assist the operator in managing outages of safety-related plant while the reactor is at power and in the initial stages of shutdown when decay heat levels are relatively high.  ESOP addresses compliance with the operating instructions and, in parallel, carries out a risk evaluation using the stations’ living PSA.  The operating instructions by themselves may permit operation under a given plant outage configuration without any limitation of time or, as more plant is declared unavailable, a time limit may be imposed.  Ultimately, the plant outage condition may be unacceptable and immediate remedial action may be required.  The operating rules, since they can only address a limited number of outage configurations, are sometimes over-restrictive and in such cases the operators may use the risk assessment module within ESOP to extend the outage time (or create an outage window if none is initially available).  The aim is to create an user-friendly interface and present risk in a way that can be appreciated by the operators.  Although ESOP was designed originally as a software tool for the operators at the control desk, it has also found use by outage planning personnel.

ESOP is based on the outage management software used at Torness from 1988 to 2002, which itself has undergone some development over that period.  The pilot version of ESOP was constructed in 2001 and has since been enhanced to reach its present state.  The most significant development has been associated with the risk assessment module.  It had been originally intended to use a cutset manipulation technique to evaluate the risk (as was used by LINKITT at Torness).  This proved not to be fully successful with the newer and larger level 2 PSAs and, early in 2002, it was decided to use a full re-quantification of the PSA model.  British Energy uses Relcon’s RiskSpectrum as the development platform for its PSAs; RiskSpectrum is therefore used within ESOP to carry out the PSA re-quantification.  This has the advantage that only a single PSA model needs to be maintained for each station.  The ‘Living PSA’ and the Risk Monitor PSA are one and the same.

ESOP may be thought of as a sophisticated ‘front end’ to RiskSpectrum or more correctly, RiskSpectrum may be considered to be simply the risk quantification engine within the Risk Monitor.  Development of ESOP was carried out in-house.

As the software is only just being introduced, future developments are not a foremost consideration, but it may be expected that enhancements will follow resulting from user feedback.  Performance improvements are most likely to result from faster PC processing speeds rather than changes to the PSA quantification engine.  Integration of other non risk-based operating rules to the compliance tool is an obvious extension.

ESOP will be used at Heysham 2 and Torness Power Stations.  It is intended to let the software ‘bed down’ before considering its potential use at the older AGRs.

The Risk Monitor initiates two RiskSpectrum calculations to re-quantify the PSA.  One RiskSpectrum run is carried out with a cut-off of 10-9 and produces the ‘absolute’ risk value.  Studies with different cut-offs indicate that even with a cut-off of 10-6, the resulting allowable outage periods would be conservative.  A 10-9 cutoff has been found to result in acceptable evaluation times – and is broadly in line with published PSA guidance suggesting that the PSA cut-off should be about 4 orders of magnitude lower than the total risk.  The other RiskSpectrum calculation is set to run with a second order cutoff on the cutsets.  The resulting cutsets are assessed for potential single failures (and also complete cutsets) to allow compliance (or otherwise) to be demonstrated against British Energy’s deterministic Nuclear Safety Principles.  This ensures that operational states without adequate protection against the faults and hazards modelled in the PSA are signalled as unacceptable.

PSA quantification is carried out using RiskSpectrum.  Using a 700 MHz processor, each RiskSpectrum calculation takes about 1.5 minutes.  The size of the model is limited only by the constraints of RiskSpectrum.  The models used at Torness and Heysham 2 each include about 6000 gates and 4000 basic events.  It is considered that models of this size probably represent the optimum given the requirements of satisfactory model accuracy, understandability, maintainability, calculation time and credibility.

Regarding security the entry to the software to run ESOP is controlled so that the general user has no access to those parts of the model and software which are validated by the QA control of the software.  There are different levels of access allowed to different users.  The control of changes to the PSA model/ cut-set files/ data contained in the Risk Monitor are under the sole control of the administrator and are not accessible to the general user.

ESOP contains administrator-controlled access to a number of different facilities within the software.  For example, permission to log plant configurations on one or both reactors may be restricted to particular computers, and to particular users.  Similar permissions may be set for ‘read-only’ access to plant data.  An ‘investigation’ mode is similarly controlled.  There is even a facility to ‘correct’ an erroneously recorded plant configuration by overwriting the calculated risk.  (This permits rolling average risk calculations to be corrected – but the logged plant state is not adjusted.)

The software is designed for multiple simultaneous users with appropriate locking of the central database to preserve data integrity.

Control of the PSA model and other associated data files are under the control of the system administrator.  All data files contain embedded version stamps which are compared with the authorised versions within the ESOP software.  Thus, replacing the PSA data file with an earlier version will be signalled to the user.  Changes to the software or the PSA data will be controlled by the station's procedure for modifications.  

ESOP has been designed to work only with RiskSpectrum.  In principle, the software could be modified to handle other PSA software packages, but this would also require converting the Living PSA model from RiskSpectrum format.  This is viewed as undesirable since it is both an additional overhead and presents a potential source of errors.

ESOP is used primarily to address operation at power although it is also applicable to the initial stages of shutdown when decay heat levels are relatively high.  (Note that the AGRs do not have the many modes of operation applicable to PWRs.)  Previously at Heysham 2 and Torness, rolling average risk profiles were produced by the Nuclear Safety Group, based on the plant states recorded by the operators.  ESOP now includes this facility and the operators will be able to view the average risk changes each time the plant state is changed.

The maintenance planning section will have access to ESOP to check that planned maintenance activities (carried out mainly at power) are acceptable.

It should be noted that ESOP also provides a check against British Energy's deterministic Nuclear Safety Principles i.e. the Single Failure Criterion and Defence in Depth.  Frequent initiating events must always have sufficient protection to satisfy the Single Failure Criterion; infrequent initiating events must always be provided with at least a single line of protection.

Although ESOP can be used as a PSA tool, the software initiates RiskSpectrum calculations using the Living PSA.  ESOP therefore provides the means for a non-PSA specialist to investigate the effect of plant unavailability on risk.  For all aspects of PSA-based studies, RiskSpectrum would be run separately.

The software may be used for past, current and future risk evaluations. 

No special facilities are provided.  Logging the plant configuration may only be performed by the operator in the ‘live data’ mode i.e. current time frame.  Future risk evaluations are carried out in ‘investigation mode’ and the plant configurations and risk values are not saved to the central database.  ‘Past’ risk values may be recalculated and saved but only by a suitably authorised user.

Human reliability issues are included in the PSA for those sequences where claims on operator action are made.  They are therefore addressed by the risk monitor - but receive no special methods of treatment.

The software addresses the availability of essential plant and components.  For the AGR, different modes of operation are not applicable.  The quadrantisation of the Heysham 2 and Torness reactor designs do not permit significant realignment of plant and this is reflected in the risk monitor.

Changes to plant availability states are input manually (using a mouse as opposed to a keyboard) onto a systems status panel.

Environmental effects are addressed deterministically via the Tech Specs and do not feature as initiating event modifiers in the PSA.  However, ESOP’s checks against the requirements of the deterministic Nuclear Safety Principles highlights potential vulnerabilities to high winds and the software advises appropriate action if severe weather conditions are expected imminently.

The AGRs' PSA addresses power operation only.  The only other mode is 'shutdown' and plant availability in this state is governed by deterministic rules.  PWR operation modes are not applicable.

Maintenance planning will include risk assessments using ESOP.  There is no specific maintenance planning software.  In general, Heysham 2  and Torness have multiple redundancy and diversity in their protection systems and have been designed to facilitate most maintenance whilst at power.  Planned maintenance has, in practice, proved to be benign in terms of risk increases.  Unplanned maintenance is the more significant contributor to rolling average risk.

ESOP addresses risk on both reactors.  The system status panels cover unit-based plant and shared plant.  In cases where shared plant is taken out of service from one unit’s control panel, this is reflected on the other unit’s control panel.

ESOP produces a numerical estimate of the risk level (in absolute terms) but also provides a 'risk increase factor' (or Full Plant Ratio - FPR) which is the more commonly used measure of risk.  Post processing converts this FPR into an allowable outage time for the entered plant configuration.  Cumulative risk measures are displayed on a ‘Manhattan skyline’ type graph within the ESOP interface.  Printed output is provided as well as a clear display to the operator of the current status of the essential systems.  Advice on 'beneficial single plant re-instatements' is provided on a deterministic basis using the Tech Spec compliance tool module within ESOP.  This advises the operator of the systems/components that should receive priority treatment in order to secure a longer allowable outage period.  This is not a risk-based analysis using the PSA.

The metric that is chosen to represent risk is effectively the core damage frequency (doseband 5) from the level 2 PSA.  This is displayed numerically and graphically.  ESOP provides about 6 different displays, although all of them are visible simultaneously.  The user may select ‘zoom in’ on one of these displays to enter information or to see the fine detail of the analysis.  4 of the displays address plant configurations, one is a risk plot – and the final one details the result of the Tech Spec compliance check (which includes allowable outage time determined by a PSA calculation).   The detail of this display also includes a real time ‘clock’ which indicates the allowed time remaining.  Single beneficial plant reinstatements, operation on 3 quadrants etc. are menu driven and bring up subsidiary displays as required.

The different modes of operation of the risk monitor i.e. ‘investigation mode’ (past/future) or ‘live data mode’ (present) are selected upon entering the software.  Certain displays and/or menu commands are not available in both modes of operation.

The risk is presented to the operator as a single figure representing the risk increase factor (above that of the full essential system availability).  It is based on the core damage sequences from the PSA.  It is also plotted graphically against time using the traditional ‘Manhattan skyline’ plot.  A rolling annual (or monthly) risk may be superimposed on this graphical data.

The allowable configuration time is presented to the user via a dialogue box and in a real time graphical display.  The PSA-based allowable configuration time is derived from the 'point risk' increase factors: a risk increase factor of up to 10 is permitted for a ~tenth of a year (31 days); a risk increase factor of up up to 100 is permitted for 3 days.  There may be other deterministic ‘non-PSA’ time restrictions in force – and the software analyses and presents the most restrictive time limit.  ACTs are displayed for ‘present’ configurations only and are calculated for the equivalent of CDF for the AGRs.

The configuration of safety systems is presented on 'status panels' which mimic the manual Tech Spec compliance sheets which the operators fill out each shift.

Since ESOP is an 'in house' program, validation is carried out within British Energy.  Validation is not provided as a separate package - but is fully documented.  Such evidence of validation is required as part of the modification submission to implement the software.  Since RiskSpectrum is being used as the PSA quantification engine, the Risk Monitor is partially reliant on Relcon’s quality assurance.  However, separate validation of those features of RiskSpectrum used in the AGR (and PWR) PSA models has been carried out within British Energy.

Support is provided by British Energy Engineering Division on an immediate basis, if required.  There is no software owners group.  Feedback on the software, as well as the production of enhancements is carried out as part of 'normal business' between Engineering Division, Heysham 2 and Torness.

Training for new users of the software is normally managed on the station.  For significant upgrades, operations personnel are normally involved in the project team and suitable training material is developed to suit the particular requirements of the station.

As stated above, further developments may come as a result of faster PC processors.  The present software is new – and needs to bed down before changes to it are carried out.  The immediate potential extensions are likely to focused on other areas of Tech Spec compliance e.g. plant release during reactor shutdowns.  Perhaps the most satisfying feature of the Risk Monitor is the fact that it uses the same calculational engine and PSA model as that for the station’s living PSA.  This allows effort to be concentrated on maintaining the integrity and validity of a single PSA model rather than a potential multiplicity of PSA models required for other commercially available risk monitors.

4.6 RiskSpectrum RiskWatcher

RiskWatcher monitors risk based on a RiskSpectrum PSA model and provides for means to take into account plant operating mode, equipment outages, system configurations, periodic tests, environmental factors, etc. 

RiskWatcher includes both probabilistic safety measures and defence in-depth capabilities.

Most of the users will not be PSA specialists, and cannot be assumed to know or understand a PSA model or PSA jargon. The application will therefore use normal plant equipment IDs and descriptions, and a minimum of PSA related terms.

One of the key features is that all data is edited in the model in RiskSpectrum PSA and no changes need to be introduced “afterwards” in a separate risk monitor model. This principle simplifies the process of going from a living PSA baseline model to a functional risk monitor model and will greatly simplify continuous update work - i.e. maintaining a true living PSA model.

RELCON AB, Sweden (the developer of RiskSpectrum PSA) is developing RiskWatcher. In February 2001 a technical specification was produced and in July 2001 a fully functioning prototype of the software was compiled, laying the ground for the design specification.  The first copy of RiskSpectrum RiskWatcher will be delivered to a major Swedish utility in June 2002 for evaluation.

RiskWatcher contains a PSA model which is solved for each particular plant configuration.  It uses a special version of RiskSpectrum Analysis Tools (RSAT). RSAT is the analysis tool included in the RiskSpectrum PSA Professional package. The RiskSpectrum PSA Professional package has in excess of 900 users in 38 countries around the world. RSAT is renowned to be the fasted MCS engine in the world. There are no limitations in the software with regard to the size of the PSA model. 

RiskWatcher is protected by allowing only registered users that enter a correct password to run the application.  The access level differs depending on the studied “risk history”. The “Online” event history represents the true risk profile of the plant and the requirement with regard access level is hence greater than for the “Alternate” event histories. An alternate event history is a “test track” for testing and comparing different configurations (“what- if”  analyses),  schedule planning etc.

User level
Online
Alternate

Administrator
Full access rights
Full access rights

Level 1 User
Add – Full rights
Change – Within a timeframe
Delete – Within a timeframe
Full access rights

Level 2 User
View
Full access rights

Level 3 User
View
View

There is no possibility to make changes in the actual PSA model from RiskWatcher. The information about changes in plant operating mode, equipment outages, system configurations, periodic tests and environmental factors are stored in an “event history”, that are possible to view for the user. The event history represents a boundary condition used in the analysis with RiskSpectrum Analysis Tools. 

It’s a single user application.

The above-mentioned features prevent unauthorized use of the database. The RiskWatcher database can be stored locally or on a network. The database used is MS Access database engine, which is a well-known, stabile, open database format. Only an administrator has rights to open the database in MS Access. 

Included in RiskWatcher is an automatic conversion tool (the RiskWatcher Compiler) from RiskSpectrum PSA Professional models to the RiskWatcher format. The RiskWatcher compiler can only convert RiskSpectrum PSA Professional models. SETS format can however be imported into RiskSpectrum PSA Professional for further use in the RiskWatcher.

The activities that RiskWatcher can be used for are:

· maintenance planning.
· long term scheduling

· logging historical records of actual plant configurations

· addressing the requirements of the US NRC Maintenance Rule

· defence in-depth analyses which can be used for surveillance of e.g. important requirements in the technical specification.

RiskWatcher can the also be used to perform sensitivity studies, but changes of certain data e.g. basic event data is generally not allowed (security reasons). Temporarily basic event data changes can be made in a MCS editor, but this data cannot be saved.  In addition it can be used for the collection of analytical results. When an analysis is needed, a cut-set list will be generated (i.e. if it does not already exist). Also importance values are generated and presented. The application is however not a documentation system for a basic PSA.

RiskWatcher can be used to address past present and future plant configurations.  Within these time frames the following can be addressed:

· review/ change previous plant configurations

· integrated consistency check to ensure accurate history.  The RS RW presents the “current status” of an object, prior to user setting a new state. The event history is also possible to view the used boundary conditions for an analysis, which also can be printed. 
· impact of proposed changes on current history.
· storage/ retrieval of case studies.
RiskWatcher is based on the RiskSpectrum PSA Professional model and include everything that is modelled there, including human reliability factors.

The following changes to the plant configuration can be addressed:

· components removed from service/ returned to service (including the reasons and impact on the PSA,

· activities carried out on the plant which affect groups of components,

· selection of running and standby trains,

· opening/ closing of the interconnections between trains, and

· other plant alignments - for example valves open/ closed, maintenance/ testing.

These changes are made using component lists, importing from plant computers – manually or automatically.  Data in the RiskWatcher is stored in an open Microsoft Access database. Therefore, automated data capture from plant monitoring systems and e.g. outage schedule is limited to data format transfer. The RiskWatcher risk monitor can be linked to other systems in the plant, such as equipment tagging systems or electronic operator logs and test and maintenance scheduling software.

The changes can also be done manually (see access rights) via a type of system/component list.

Environmental factors can be defined provided these  factors defined in the PSA model.  They are input by the user using Boundary Condition Sets (BC Sets).

Each Environmental Factor BC Set is defined so that it "activates" and "deactivates" the appropriate parts of the PSA model, usually in the form of using Exchange Events to replace basic events with alternative ones, corresponding to some seasonal, weather-related or other environmental impact on event probabilities etc.

Plant Operating Modes are defined in the PSA model using Boundary Condition Sets (BC Sets). Each Plant Operating Mode BC Set is defined so that it "activates" and "deactivates" the appropriate parts of the PSA model. RiskWatcher does not include any predefined plant operating states. The user introduces plant operating states in the PSA model using BC Sets and the BC Sets are activated or deactivated in the RiskWatcher.

The plant operating state does not change the graphical user interface. The probabilistic risk level is of course affected by changes in Plant Operating Mode, as well as the requirements on the defence in-depth (if defined by the user). 

It is planned that the information on future planned maintenance outages input into the Risk Monitor through a direct link. This should not be a problem. Of course it is also possible to manually specify e.g. the component unavailability.

Multiple units can only be addressed simultaneously if they are included in the same PSA model. Otherwise - no. Crossties and dependencies between units that are implemented in the PSA model are automatically included in the RiskWatcher model, but the risk importance for those systems and components will not be correct if they are not present in the same PSA model.
RiskWatcher presents information as follows:

· a risk curve showing the risk level over time,

· risk curves for alternative (“what if”) event histories,

· comparison of different risk curves,

· indication of current risk level at a given time point in the form of a number (relative or absolute risk), and in the form of colour indication e.g. green, yellow and red,

· qualitative “defence-in-depth” status, which shows whether systems, sub-systems and components are available, degraded or unavailable e.g. green, yellow, red, and

· importance measures showing how important components, systems etc are in terms of contributing to current risk, or in terms of possible reduction of current risk.
The level of risk from a particular plant configuration can be studied via the risk curve and the cumulative risk for a given period of history is given as a moving average curve.  Contingency advice for out of service components can be presented.

The allowed outage time/ allowed configuration time for the plant configuration is not calculated and restoration advice is displayed as  Risk Restoration Worth.  Importance calculations is performed for components

The RiskWatcher display structure is shown in Figure 1.  Information presented in primary / secondary displays are shown in Figure 2 and displays which relate to particular tasks and time frames are shown in Figures 3 and 4.
The risk level at a specific situation, a moving average, and defence in-depth information is presented as described above.  The user can select different points in time which results in an update of the risk levels and risk curves at those times.

The information about system configurations is obtainable in different views. Figures 1 through 4 shows different screen shots with this information. 

A trial version was available in October 2002.   A support agreement similar to the currently available one for RiskSpectrum PSA Professional will be offered to licensees. It includes updates and bug fixes, Hot-Line support via telephone and/or e-mail to RELCON offices in Sweden. RELCON personnel are fluent in both written and spoken English.

Since the software has no users as of today no user group has been formed yet. This is however planned for the future.  RELCON offers training. RELCON staff is highly trained PSA engineers who conduct PSA on a daily basis.

RELCON have planned for the development of this software since start of the development of RiskSpectrum PSA Professional. Requests from RiskSpectrum PSA Professional users around the world (40% of all NPPs in the world use RiskSpectrum PSA Pro.) indicate the demand for a RiskMonitor to work with RiskSpectrum PSA Professional.  

Future developments planned are continuing to optimise the calculation algorithm. Enhance the schedule planning features included in the application.  Implement solution on how to treat corrective and preventive maintenance, with regard to CCF. Improve importance capabilities, e.g. with regard to components out of service and system unavailabilities. These are just a few examples.   The improvement in the calculation engine is an ongoing process, since it is the same as being used in RiskSpectrum PSA Professional, but some of the features will be specific for RS RW customers. The other features have not been planned yet. 

Figure 1
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The main summary view is intended to give the operator a clear view of the current on line risk, Defence in Depth, and the list of components currently out of service. The Icons in the left margin represents other views. 
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For example the defence in depth display also include an event history log.

Figure 2
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The icons in the left margin also include an alternate icon group. Here, the user can create alternate history logs to investigate different operating scenarios.

Figure 3
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Different dialog windows are available for changing plant configuration or making other changes, such as taking a component out of service.

Figure 4
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The alternate risk display allows presentation of past, present and future time frames for investigation.

4.7 Other Risk Monitor software

Details of other Risk Monitor software packages will be included as necessary.

5. Development of the Basic PSA into a Risk Monitor model

The aim of the quantitative risk measures in a Risk Monitor is to provide a calculation of the point-in-time risk (typically the core damage frequency, large early release frequency or the frequency of boiling in shutdown conditions) on a continuous basis. The Risk Monitor will also determine how this changes as a function of the plant configuration and the activities being carried out. To accurately do this, the Risk Monitor needs more information on the state of the plant than is used in the basic PSA and requires a different treatment of maintenance and system alignment. Hence, the basic PSA model cannot generally be used directly for a Risk Monitor application and changes need to be made. These changes are in addition to the typical conversion of the event tree/ fault tree model into a top logic fault tree model.

The basic PSA, from which the Risk Monitor model is developed, is used to provide an estimate of the annual average risk and insights into the contributors to the risk. This information can be used to identify weaknesses in the design and operation of the plant. However, the aim of the Risk Monitor PSA model is to provide estimates of the point-in-time risk for a wide variety of plant conditions which include the different modes of operation of the plant (full power, low power and shutdown modes) and the configuration of the plant. Plant configuration includes the combinations of components removed from service, the selection of running and standby trains on normally operating systems, whether cross connections between trains open or closed, the activities being carried out which affect the risk, etc. These configurations may lead to point-in-time risks that are much higher than the annual average risks estimated by the basic PSA.

In view of this, some of the assumptions made in the basic PSA may not be valid for the Risk Monitor application. For example, initiating events may have been screened out of the basic PSA on the basis that they do not make a significant contribution to the annual average risk. However, this assumption may not be valid for some modes of operation/ plant configurations that will need to be addressed by the Risk Monitor since they may give a significant contribution to the point-in-time risk.

In addition, the basic PSA may not have taken credit for some of the plant features such as the interconnections between trains of electrical and cooling water systems since they were not significant with respect to the annual average risk. However, they may be much more important for the Risk Monitor which aims to model the actual configuration of the plant. Interconnections and crossties can become much more important when they are either used, or if they back up a system which is placed in maintenance.

The plant systems and safety functions must be modelled in more detail in a Risk Monitor model.  If assumptions have been made with respect to running and standby trains of multi-train systems, these have to be revised to ensure that all trains of all important systems are fully modelled.  Important system alignments can easily be determined by comparing component important measures, or comparing risk increases for each of the trains out of service. For example, if one train of cooling water shows a risk increase of 2 when taken out of service, while another results in a risk increase of 3, then system alignment or status needs to be more accurately modelled. However, if another system gets identical risk increases for identical components, then system alignment or status may not need to be expanded. 

If assumptions have been made with respect to the location of occurrence of an initiating fault, these have to be modified to include all potential locations where the fault would uniquely impact the performance of safety systems.  The modelling of maintenance unavailability events is not required in the Risk Monitor as this is input by making individual components unavailable (components are either available or unavailable).  This is handled either by removing the maintenance events or assigning them zero probability.  For example, in the SCIENTECH Safety Monitor, when transferring the PSA fault tree model, the maintenance events are automatically assigned a zero value. The average maintenance event probabilities are also saved so that PSA analysts can run “average maintenance” risk estimates in the Safety Monitor.

This section describes what needs to be done to develop a basic PSA into a form that is suitable for a Risk Monitor quantitative risk measure application. The way that this is done is well known from many successful Risk Monitor applications worldwide. This section addresses the suitability of the basic PSA for a Risk Monitor application, the removal of simplifications from the basic PSA, carrying out necessary enhancements of the basic PSA model, and dealing with software incompatibilities between the software used for the basic PSA and that to be used for the Risk Monitor. This section also covers the development of the Risk Monitor databases and the subsequent validation of the Risk Monitor PSA model. The Safety Monitor and other risk monitors are designed to handle two units sharing common systems so the PSA may have to be extended to include the correct modelling of shared systems for the two units in a twin unit plant.

Although the discussion below provides recommendations on the best or most common methods used in developing an accurate quantitative risk model based on the basic PSA, there are alternate methods for many of the areas discussed. For example, it is common for ORAM-Sentinel models to not include system alignments. With no system alignments model, reasonably accurate results can still be estimated by having a PSA analyst solve individual configurations. The PSA analyst then sets up a number of methods and rules for ensuring accurate results, and then providing a pre-solution of the results. These PSA methods and rules are basically the same as modelling system alignments, but require model manipulation outside of the Risk Monitor. It would be difficult however to solve real-time results without modelling system alignments. Other modelling issue can have alternate approaches. For example, an alternate to including a LERF model is to include a qualitative risk measure for containment function. 

Alternate approaches are not always discussed in the sections below. The aim of an alternate approach is similar to the basic PSA model enhancement, which is to ensure accurate and complete quantitative risk results for a given plant configuration. Alternate approaches which reach this goal are equivalent and considered an acceptable solution.

5.1 Suitability of the basic PSA for a Risk Monitor application

There are features of a basic PSA that have been modelled to identify weaknesses in the design and operation of a nuclear power plant which may not be suitable for a Risk Monitor application. This could include limitations in the scope of the basic PSA in terms of the range of initiating events and hazards addressed and the basic approach used for the analysis.

5.1.1 Limitations of the basic PSA

There are often limitations in the basic PSA, which will need to be recognised when this basic PSA is used as a basis for a Risk Monitor. Common limitations are discussed below.

Limitations in the scope of the basic PSA

The approach often adopted for the development of the basic PSA is to address internal initiating events (transients and LOCAs) initially. The scope of the PSA is subsequently expanded to include internal hazards (fire and flood internal to the plant) and external hazards (earthquake and extreme environmental conditions). It is often the case that the basic PSA that is used for the Risk Monitor application does not include some of the initiating events that could make a contribution to the risk. If the scope of the basic PSA is limited, it needs to be recognised that the insights provided by the Risk Monitor relate to the limited set of initiating events included. It is also common to combine like initiating events, based on plant response. However, plant response and the resulting risk results can be significantly different when the plant configuration differs from that assumed in the basic PSA.

Limitations in the modes of operation addressed by the basic PSA

In producing a basic PSA, it is often the case that the initial analysis is carried out for full power operation only. This may subsequently be expanded to cover low power and shutdown conditions. The Risk Monitor will only provide information for the modes of operation included in the basic PSA.

Level of PSA carried out

The basic PSA that has been carried out may only be a Level 1 PSA to determine the average core damage frequency. This will address the safety systems that are incorporated to prevent core damage following an initiating event. However, this PSA will not address the role of the containment systems in mitigating the effects of a severe accident and this will require the PSA to be extended to a Level 2 analysis.

5.1.2 Approach used for the basic PSA

There is a wide variety of different approaches which have been used for carrying a basic PSA and a large number of software packages which have been applied. The most usual approach nowadays is to use a combination of event trees and fault trees - small event trees/ large fault trees or large event trees/ small fault trees. However, there are also examples of where the analysis has been done using event trees only or fault trees only.

In principle, it is possible to convert a PSA developed under any of these approaches for use as a Risk Monitor. Conversion requirements can depend on the Risk Monitor software requirements, and whether the risk results are to be pre-solved or solved real time.

5.1.3 Limits of applicability of the Risk Monitor

Even with an accurate and complete basic PSA model conversion and expansion, limitations of risk monitor software need to be considered in the assessment of risk for each plant configuration. Limitations can also result from software features not fully utilized or developed. For example, it is possible to model system alignments in ORAM –Sentinel, but significantly more difficult than in Safety Monitor or EOOS. This difficulty is one reason why it is common to not include system alignments in ORAM-Sentinel models.

All Risk Monitors require the development of an interpretation database. This database includes development of relationships between the plant nomenclature and the PSA model. A plant component taken out of service would result in a designated PSA event set to true. A plant alignment may result in a set of house events set to true or false. A plant test may result in an initiating event increasing by set factor. Development of these interpretation databases is one of the most time consuming steps in the development of a Risk Monitor model. It also introduces some limitations in that the risk results are only as accurate as the model interface developed by the PSA analysts. For example, it is typical to include a factor for switchyard maintenance in the Risk Monitor. This factor increases the loss of offsite power initiating event frequency by a factor of 3.6 (based on data) and provides additional accuracy that is not available if the factor is not included. However, if this factor is used for all switchyard maintenance, uncertainty is introduced. For example, if this factor is used when a single person enters the switchyard performing inspections and is used when there is maintenance involving several large boom trucks then inaccuracy is introduced by using this factor. This risk may be over estimated for the single person activity, and underestimated for the multiple truck activity. Development of the factors included in the Risk Monitor interface database involved a balance between developing an extremely accurate model, and developing too much detail that makes the Risk Monitor too confusing and unusable. In many cases, there is insufficient data to provide exact estimates for the risk impact, and rough estimates are all that can be developed. 

Development of these interface databases is the main limitation for any risk monitor. The various Risk Monitor software products support the interface database development in different ways that affects the overall implementation at a given plant. If an interface is confusing or difficult to develop, then it is more likely not to be used. The use of complex mathematical equations for affecting the PSA model can result in less accurate results. Simple tables or administrator programs, which support the interfaced development, make it easier to develop accurate models. 

A recent consideration for Risk Monitor accuracy is the risk increase as a result of multiple plant configurations affecting the same basic event. For example, if switchyard maintenance (affecting loss of offsite power) is performed at the same time that Electrical Grid instability is occurring (also affecting loss of offsite power), then the resulting increase in loss of offsite power may be complicated. In this example, if the original loss of offsite power initiating event is 0.01/year, switchyard maintenance can increase this by 3.6 (to 0.036/year) while grid instability can increase this by a factor of 5 (to 0.05/year). If the factors are independent, then total frequency with both events occurring would be around 0.076. This factor is derived by adding the original frequency (0.01) and the increases with each (0.026 + 0.04). Without a separate factor developed, several results can be calculated depending on the approach taken by the Risk Monitor. The possible results include; a) adding the increases to get 0.086, b) taking the maximum to get 0.05, c) multiplying each factor (5*3.6) to get a factor of 18 increase (to 0.18), and other methods. Adding a specific risk estimate for a combination of events improves the accuracy of a Risk Monitor and removes some of the limitations associated with multiple simultaneous events.

5.1.4 Calculation of the point-in-time risk

In order for the annual cumulative risk to be calculated by summation of individual risk contributions as described in section 2, the initiating event frequencies need to be calculated on the basis that the existing configuration would continue for a whole year. It is common to include weighting factors in the basic PSA which adjust each initiating event for the fraction of a year the plant would remain at full power (or in other operational states). If such weighting factors are included in the basic PSA, adjustments are needed for use of the basic PSA model in the Risk Monitor.

It may also be necessary to adjust initiating event frequencies if sufficient factors are included in the Risk Monitor where the initiating event is increased during certain plant conditions. For example, if loss of offsite power is increased by a factor of 5 during switchyard maintenance activities that occur 10-20% of the time, a reduction in the base initiating event frequency when switchyard maintenance is not performed may be warranted. Another example may be an increase in grid losses causing a loss of offsite power during summer months of peak demand. When the initiating event is increased significantly, either in magnitude, for a long period of time, or both, then a reduction in the initiating event for the base Risk Monitor PSA should be considered. On the other hand, an increase over a small time wouldn’t require a correction. For example, an increase of MSIV closure by a factor of 10 for 8 hours every 3 months during MSIV testing would not require a reduction in the MSIV closure initiating event during non-test times. 

PSA models should be review for any average or assumed conditions in the model to ensure an accurate point in time risk is calculated for all configurations during the year.

5.2 Removal of simplifications from the basic PSA

In general, simplifications have been made in constructing the basic PSA to reduce the amount of detailed analysis required. These simplifications are acceptable if it can be shown that they lead to a conservative estimate of the risk - for example, the PSA may not take credit for some of the safety systems which provide protection for initiating events which already make a small contribution to the average risk, or the contribution to the average risk would be negligibly small - for example, initiating events might be screened out from the basic PSA if justification can be provided that they lead to a negligible contribution to the average risk.

These simplifications may need to be removed if there is the potential for them to give incorrect results from the Risk Monitor for some of the configurations which could arise. In particular:

· initiating events which have been combined in the basic PSA may need to be replaced by individual initiating events in each of the coolant loops or trains,

· system alignments may need to be modelled explicitly,

· all the systems which provide protection for initiating events may need to be modelled explicitly,

· initiating events which have been screened out of the basic PSA may need to be reinstated if they could be significant in some plant configurations,

· basic events which have been included in the basic PSA to model maintenance will need to be removed or set to zero, 

· the actual choice of running and standby trains may need to be modelled explicitly, and 

· modular basic events representing multiple components, systems or actions, may need to be expanded.

In converting the basic PSA for a Risk Monitor application, the concern that needs to be addressed is whether the basic PSA model will provide accurate estimates of the risk for all the plant configurations that could arise. If this is not the case, changes need to be made to the basic PSA.

The degree to which changes are made to the basic PSA depends on the intended applications of the Risk Monitor. If the PSA is intended to be used as a tool for basic configuration control, the need to make some of the changes identified below might be less important than if it is intended to be used for a wider range of applications such as Risk-Informed Technical Specifications or Allowed Outage Times.

5.2.1 Lumped initiating events

Issue: One simplification made in constructing the basic PSA model is to use lumped initiating events. Where initiating events can occur in a number of equivalent locations, these initiating events are usually grouped into a single initiating event occurring at one of the locations.

For example, initiating events such as LOCAs, SGTRs, main feed and steam line breaks, etc. can occur in each of the loops of the plant. However, the usual approach in the basic PSA is to model the set of equivalent initiating events in each of the loops as a single initiating event in one of the loops. The frequency of this initiating event is taken to be the sum of the frequencies of the events in each of the loops. 

However, if there are differences in the safety systems that provide protection for these initiating events, this will introduce asymmetries into the basic PSA model. For example, following a steam line break, the faulted steam generator is isolated so that it is not available for decay heat removal so that the feed-water system to the SG is not modelled in the basic PSA. This presents a difficulty in using this PSA for a Risk Monitor application., For plant configurations where this part of the SG feed system has been removed from service, the PSA model will give an incorrect estimate for the point-in-time risk, incorrect importance functions and inaccurate insights from the PSA. Depending on the maintenance performed, the error can be too high a risk estimate or too low. 

Resolution: The logical model in the basic PSA needs to be replaced with one which includes initiating events in each of the loops. The most straightforward way of doing this is to replicate the existing logical model for each of the loops and rename the basic events to represent the initiating events and component failures in each of the loops. This approach has the advantage that this is rigorous and can easily be verified. Although this will lead to a much bigger PSA model, it can generally be handled by modern Risk Monitor software.

Some modification to the list of mutually exclusive events that need to be removed from the cutset results may be needed, if the PSA solution engine does not remove cutsets with multiple initiating events.

Example:  An example of this is for a LOCA which could occur in any of the coolant loops. The PSA usually assumes that the ECCS injection flow to that loop spills directly to the break and hence is ineffective in cooling the core.

To simplify the basic PSA model, this set of LOCAs is modelled by a single initiating event which has a frequency equal to the sum of the initiating events in all the coolant loops and is assumed to occur in any one of the loops (or in the most limiting location if the loops are different). This simplifying assumption in the basic PSA introduces an asymmetry since the ECCS injection flow to one of the loops is always lost. Hence one train of the ECCS is not modelled explicitly in the PSA so that it would not be possible to get any information on the effect on the core damage frequency, etc. of removing it from service.

In developing the Risk Monitor model from the basic PSA model, there is a need to remove these asymmetries so that all the trains of safety systems are modelled explicitly in the PSA. This would require initiating events to be defined for each of the sizes of LOCA that could occur in each of the coolant loops and the appropriate event trees/ fault trees to be developed for each of the initiating events.  Figure to be provided

5.2.2 System alignments

Issue: The design of safety systems often incorporate interconnections between redundant trains of the system. This provides flexibility in the way that the system can be operated. For example, a fluid pumping system might have interconnections on the suction side so that any of the redundant pumps can take suction from any of the water sources, and on the discharge side so that any of the pumps can deliver water to the any of the loads. In addition, electrical distribution systems usually have interconnections such that there are a number of alternative routes to get power from the source (grid, diesel generators, gas turbines, batteries, etc.) to the load which requires the power.

When equipment has been removed from service, it is often the case that such interconnections between redundant trains are made - that is, interconnecting valves are opened or circuit breakers are closed to enhance the reliability of the system. However, to simplify the model, the basic PSA is usually developed assuming a particular plant alignment – that is, it reflects one choice of whether the interconnections between system trains are either open or closed before the initiating event and then stay in that condition during maintenance periods. Hence, no credit is taken for being able to provide cooling water or electrical power through these alternative routes.

Resolution: The number of possible plant alignments will depend on the design of the plant and could range from a large number of possibilities (for plants where interconnections have been provided) to none (for plants where there are no interconnections). For plants where interconnections are provided, it may not be practicable to model all the possible alignments that could occur during normal operation and following failures.

A review needs to be carried out of the simplifying assumption made in the basic PSA regarding system alignments to determine those which could potentially affect the point-in-time risk for possible plant configurations and the important ones need to be modelled. This is done by modifying the basic PSA to model all the possible system alignments and including logic elements (house events) to allow the actual alignment to be selected.

The modelling of alignments needs to consider balancing accuracy and Risk Monitor complexity. The original San Onofre Safety Monitor, for example, included alignments for the Instrument Air Compressors and Dryers. However, once the Safety Monitor was used for a year or so, it was easily shown that selection of the instrument air alignment made little to no difference in the risk results, while determining the status of the extra alignment each time step added more complexity. Requiring operators and schedulers to status the instrument air system alignment was determined to have little benefit. Eventually, the instrument air system alignment was removed from the Safety Monitor.

Alignments for a Shutdown Risk Monitor model can be more extensive and more complex due to the number of possible shutdown configurations. It is common to have temporary or one-time alignments during an outage, which may require unique PSA modelling. The result is that determination of the risk during an outage may require revised modelling prior to each outage.

Example:  For one plant, the basic PSA for shutdown assumed that if one battery was out of service the components which depended on that power supply were not available. However, in reality, a cross connection would be closed so that power could be supplied from the remaining battery to both halves of the DC power system. In this case, the basic PSA model was modified using house events and new basic events to model the actual plant configuration. Figure to be added

For one plant (San Onofre), some additional alignments were added for common equipment between the two operating units.  This is particularly important during outages, where one plant has reduced capability.
5.2.3 Addition of safety system components not modelled in the basic PSA

Issue: One simplification often made is that some systems are not included in the basic PSA, included as undeveloped events or as very simplified fault tree models. This can include systems that perform a safety function required following an initiating event or provide support to a safety system. The reason for doing this is that the contribution to the average risk from this initiating event may be negligible so that it is not necessary to model all the protection available.

This may be acceptable for the basic PSA but may not be acceptable for some of the configurations that need to be addressed by the Risk Monitor since some of these systems may become important in determining the point-in-time risk.

Resolution: Consideration needs to be given to whether the systems which are not included in the basic PSA need to be included in the Risk Monitor PSA and whether fault trees need to be developed for systems which are modelled as undeveloped events in the basic PSA. An alternative to this might be to model the undeveloped events as dynamic events where the probability changes with plant configuration.

It is also common to include only the operation action to align a system, and not include the mechanical or electrical system failures for the system. In the basic PSA, this is typically assumed if the operator failure rates are at least an order of magnitude higher than the system failure rates. However, maintenance activities may affect this assumption, thus providing inaccurate risk results if the system failures are not included. 

Example: For a number of plants, a service air system is provided which serves as a backup to the instrument air system. No credit is taken for this system in the basic PSA since the reliability of the instrument air system is high and hence the contribution to the average risk from failures of the instrument air system is negligibly small. However, if multiple components of the instrument air system are taken out of service at the same time (which would be allowable since the instrument air system is not controlled by the plant Technical Specifications), the service air system becomes more important. In this case, a simplified fault tree model of the service air system was developed which took account of all the electrical support system requirements (common to other systems modelled in the PSA). In the longer term, consideration is being given to developing this into a full fault tree model for the system.

For another plant, there are a number of diverse means of providing decay heat removal from a shutdown reactor. One of these systems is a Residual Heat Removal System. The RHR heat exchanger is normally cooled by a seawater system but there are backup supplies from the firewater system and the towns-water system. The basic PSA only models the seawater cooling system. However, if the seawater cooling system was not available due to maintenance, the basic PSA model would give incorrect advice about the relative importance of the other decay heat removal systems and the cooling water systems. Hence, these systems were added to the basic PSA model before it was used in the Risk Monitor.

In one country (Korea), the simplified fault tree models of the RPS/ ESFAS included in the existing PSAs are being replaced by detailed models for the Risk Monitor.

For one plant (Borssele), no additional basic events were included for the Risk Monitor PSA model. However, in developing the data base which maps components to basic events, additional components were included – for example, unavailability of a control logic cabinet disables the components which depend on it.

For one plant (San Onofre), the new shutdown system was included for the shutdown Safety Monitor. Some additional detail was included for less important systems and for common unit components. Additionally, details on the opposite unit emergency diesel generator was included which resulted in a risk increase on one unit when the opposite unit diesel was placed in maintenance. This diesel, and the supporting electrical system fault tree logic, was originally modelled as an undeveloped event.

5.2.4 Inclusion of initiating events screened out of the basic PSA

Issue: In developing the basic PSA, it is usual to screen out initiating events where it can be justified that they would give a negligible contribution to the average risk. Although this may be acceptable for the basic PSA, it may not be acceptable for the Risk Monitor which aims to provide an estimate of the point-in-time risk for configurations of the plant for which a number of items of equipment have been removed from service. It is possible that the initiating events which have been screened out may have different characteristics from those included in the basic PSA so that they would make a significant contribution to the risk in some plant configurations so that the screening process/ criteria applied to the average risk in the basic PSA may not be valid in these circumstances.

Resolution: The rigorous approach is to reinstate all the initiating events which have been screened out of the basic PSA and this approach has been taken for a number of recent Risk Monitor applications. However, if this is not practicable, consideration needs to be given to determine whether the initiating events which have been screened out of the basic PSA could be significant for any of the plant configurations that need to be addressed by the Risk Monitor. This requires that a screening process and criteria are developed which relate to the point-in-time risk calculated by the Risk Monitor.

The most common initiating events that should be evaluated are events that affect multiple safe shutdown systems. This includes internal fires, floods, and electrical system failures. Additionally, initiating events group as a part of other initiating events may need to be expanded, if the combined initiating event can have a broader effect than the modelled event. 

Example: A recent example of the rigorous approach is for Borssele where all the initiating events that were screened out of the basic PSA were put back into the Risk Monitor PSA model. The screening process has been reviewed for a number of plants (for example, Bohunice) but was not considered to be necessary for others (for example, Dukovany).

For one plant (San Onofre), fire gives a significant contribution to the overall risk and is included in the Risk Monitor PSA model. However, the fire PSA had been carried out using the FIVE process (see Ref. [9]) and this led to fires scenarios being screened out if they had a frequency of less than 10-6 per year. The fire scenarios which were screened out were reviewed in the context of the Risk Monitor application and a new screening criterion of 10-8 per year was applied. As a result of this, a large number (>70) of additional fire scenarios were reinstated into the PSA including fires occurring in specific pump rooms, corridors and penetration rooms.

5.2.5 Maintenance modelling

Issue: In the basic PSA model, maintenance is often modelled by including basic events which represent component outages for maintenance with a probability equal to the fraction of time that it is removed from service. This is correct where the aim of the basic PSA is to calculate the average risk. However, these basic events are redundant in the Risk Monitor PSA model which aims to model the actual configuration of the plant.

Resolution: These basic events need to be removed from the PSA model. This can be done by deleting these basic events from the fault trees or by setting their probability to zero. It is more typical in Risk Monitor applications to set the events to zero rather than removing them, since this allows the fault tree models to be used for the PSA solution using the normal PSA software, and with the Risk Monitor software.

Example: This has been done for all plants where the basic PSA has modelled maintenance in this way. This is sometimes done automatically when the basic PSA model and the associated databases are imported by the Risk Monitor software.

5.2.6 Modelling running/ standby trains

Issue: This issue is similar to the alignment issue discussed above. Nuclear power plants have a number of normally operating systems such as the main feed-water system or the component cooling water system and these systems normally contain standby plant such that, if a running train should fail, the standby train will start and run. During normal operation of the plant, the operator can choose which trains of the system are running and which are on standby, and this choice changes during plant operation. However, in developing the basic PSA, one specific plant alignment is assumed – that is, it reflects one choice of running and standby trains.

Resolution: The rigorous way to do this is to amend the basic PSA needs to model these system alignments explicitly. This is usually done by including logic elements (house events) to allow the actual alignment to be selected. In addition, it may be necessary to add further component failure modes (for example, failure to start for a pump that is assumed in the basic PSA model to be already running), new flow paths (for example, where a swing pump is assumed in the basic PSA to be aligned to “A” header, alignment to the “B” header would not be modelled and this would need to be added) and common cause failures need to be introduced into the model (to take account of the new failure modes added to the PSA model).

However, in practice, this only needs to be done where the choice of the running and standby trains is significant to the risks calculated by the Risk Monitor. Before making changes to the basic PSA, a review needs to be carried out to identify the significant ones.

Similar to system alignments, there is a greater impact for running/standby systems for Shutdown Risk Monitors. This includes the operating Decay Heat Removal System, support cooling water systems, and spent fuel pool cooling systems. 

Example: For many plants, systems which are normally in operation also perform a safety function following initiating events. These typically include the Component Cooling Water System, Service Water System, Chemical and Volume Control System and Battery Chargers. The support systems are the same as for the other standby safety systems. For these systems, the Risk Monitor PSA model needs to be changed so that the running and standby trains can be selected. Typically, this needs to be done for between four and seven systems.

However, for other plants, all the operating systems are non-safety systems which are not required following an initiating event. Hence the choice of the running and standby trains are not relevant to the PSA.

For one plant (Paks), the fault tree models have been extended to model the following operational modes of selected plant systems:

· running (in operation),

· standby with automatic actuation on demand,

· standby without automatic actuation on demand (manual actuation required), and

· under maintenance.

This was also considered for one plant (Dukovany) but was not done since it was concluded that this did not have any effect on the risk.

5.2.7 Modular and Undeveloped Events

Issue: Many baseline PSAs include modular events or undeveloped events which represent multiple components, systems or actions (also see discussion above on components not modelled in the PSA). These modular events do not generally affect the baseline PSA results, but can affect the configurable results in two ways. First, if the modular event or undeveloped event includes system, components or actions whose expanded logic would include more than OR gate logic, an incorrect result can result if one of the components in the modular event is placed out of service. Second, with either tabular OR logic or more complex logic, risk measures used for “important component” lists are typically incorrect.

Resolution: A review of all modular and undeveloped events should be performed to determine if expansion of the events will affect the risk estimate or importance measures. If expansion only affects importance measures, the increased modelling should be weighed against the increased accuracy of the importance measures.  All modular or undeveloped events which can potentially affect the results should be expanded.

Example: One Risk Monitor plant had modular events representing the RCP seal coolers. The events included four normally opened air operated valves, and the seal cooler. The modular events had a failure probability around four times the air operated valve failure rate. Importance measures for the modular events were associated with the air operated valves, but showed a risk importance four times too high. Expansion of the modular events would provide accurate risk importance measures for all five represented components. 

A second plant included modular events for the emergency diesel generator air start system. The system was actually two trains of air, with only one required for starting. Maintenance activities on one of the trains were initially modelled as diesel unavailability. Expansion of the modular events resulted in a more accurate risk estimate when maintenance was performed, and more accurate risk importance measures for the currently important components list. Carrying out enhancements to the basic PSA model

In constructing the basic PSA, simplified models may have been used for some aspects of the PSA such as common cause failure and human reliability where these are not significant in determining the average risk from the plant.

These simplified models may need to be replaced by a more detailed model which reflects the plant configuration more accurately before the basic PSA can be used for a Risk Monitor application. In particular:

· the common cause failure modelling in the basic PSA may need to be improved so that it is able to take account of the reduction in redundancy when components are removed from service for maintenance and when failures have been identified,

· the human reliability analysis in the basic PSA may need to be improved to take account of the potential for human errors during the actual plant configuration,

· dynamic events may need to be incorporated to model changes in initiating event frequencies and basic event probabilities which arise due to changes in the plant environment,

· the modelling of initiating events which involve failures in support systems may need to be improved to take account of the actual failures which lead to the initiating event, and

· automated recovery may need to be included for the Risk Monitor PSA model.

5.2.8 Common cause failure model following a reduction in redundancy

Issue:  In some PSAs, common cause failure (CCF) of systems with a high level of redundancy is modelled at a system level. For example, for a three train system, CCF of the system is modelled as a single basic event which represents failure of 3 out of 3 redundant trains. However, when a train of the system is removed for maintenance or test, the level of redundancy is reduced to a two train system and the CCF basic event needs to be reduced to failure of 2 out of 2 trains.

This reduction in redundancy is recognised in the part of the model which represents random failures but not in the part which represents CCF. The basic event which represents CCF relates to the failure of 3 out of 3 redundant trains rather than failure of 2 out of 2 trains which is the case when one of the trains has been removed for maintenance.

Additional common cause modelling may also be required when system alignments and running/standby configurations are added to the model. Any new common cause fail to start or fail to open (for valves) events added to the system fault tree model may need to be placed with the house event logic set when the running and standby components are selected. For example, with one of three pumps normally running, there are 3 possible common cause fail to start events, but only one is valid for a given configuration. 

Resolution:  This can be done in several ways. One way is to replace the basic event representing CCF of the system by a dynamic event where the CCF probability is a function of the level of redundancy of the system for the particular plant configuration. A second way is to replace the system cut-off CCF model by a more sophisticated model (such as the Multiple Greek Letter method or the alpha factor method) which takes account of the reduced level of redundancy explicitly. Expansion of the more detailed CCF model would need to be performed for all possible configurations of alignment and running/standby equipment. This would need to be done for most of the systems modelled in the PSA. Systems that are initially unimportant may be potentially important if one of the components is taken out of service. It is common that the most important basic events for a system are the common cause events, so accurate modelling of the CCF events is important. Figure to be provided
Example:  The San Onofre Safety Monitor model was expanded when it was committed as the primary tool used for several risk-informed applications, such as Risk-Informed Technical Specification (AOT extensions). The CCF modelling was reviewed and determined to need considerable improvement in order to provide accurate results for all configurations. The revised common cause modelling was based on the Multiple Greek Letter method, and the latest CCF values available. The revised CCF modelling was also needed to meet the ASME PSA standard and Industry Peer Certification process. The revised CCF modelling resulted in over 500 new CCF events being added to the basic PSA model. This included CCF events for all possible component combinations, events for check valves (not initially in the model), events for all breaker failures, events for multiple unit components credited in the PSA, and others.

In addition, San Onofre recognized that when components were taken out of service, the resulting risk was overestimated due to common cause events. This was caused by the addition of the independent basic event and the common cause event equalling a greater value that the estimated failure rate for a single failure. Upon further review, it was determined that the independent failure rate used included all component failures, and this failure probability should have been based on the independent failure rate only. For example, if an MOV has a failure rate of 0.003, and a CCF rate of 10%, the resulting independent event was adjusted to 0.0027 (90% of 0.003). This type of correction factor was incorporated for several key systems, such as HPI, diesels, AFW, and others. Although this type of accuracy is not necessary for most applications of Risk Monitors, this type of accuracy may be necessary for some Risk-Informed Applications. CCF modelling following the identification of a failure

Issue:  Where a component is identified to have failed during a plant inspection, maintenance or test, the question arises whether this is a potential common cause effect, what the reliability would be of the remaining redundant trains and how this should be modelled in the Risk Monitor PSA model. The expectation would be that, when a failure is identified, the plant operators would consider whether this had the potential to be a CCF and the other redundant components would be inspected/ maintained/ tested to determine if they had failed.

The question then remains regarding how this should be addressed by the Risk Monitor, what the risk would be during the period between the identification of the failure and what the failure probability would be during this period. The possibilities during this period are as follows:

· leave the CCF probability as it is (which may be a non conservative value),

· set the system failure probability to beta (realistic value), or

· set the system failure probability to unity (conservative value).

Resolution:  There is a high degree of uncertainty in all three modelling approached prior to determining the status of the other trains. The plant aim should be to give a high priority to carrying out a root cause analysis and inspecting/ maintaining/ testing the other redundant trains. If this is done in a short timescale, the accuracy of the Risk Monitor model during this period is less important and any of the three approaches could be adopted. If it is not done in a short timescale, the CCF probability should be set to beta or unity. After this period, when it is known whether the redundant components are operative or not, this configuration can be modelled accordingly.

Example:  Most Risk Monitors do not differentiate between component failures and planned maintenance. This differentiation would require storing and using a failure code along with the work order and component information. This failure code would then be used to establish a CCF probability, until the non-failed component(s) status can be verified. Once verified, the actual component(s) status would be entered as either available or unavailable. The Safety Monitor does collect failure information, but does not include programming to treat failures different than planned maintenance or additional tools as described above. Additionally, most utilities would prefer to know the actual component status and actual risk in making decisions, rather than a predicted value based on a percentage of failures that result in common cause. One utility uses a three step approach in response to common cause failures. First, determination of common cause of remaining credited equipment is always a high priority. This can either be performed using a rapid root cause analysis on the failure, or by testing the remaining equipment (or both). Second, if the root cause can not be rapidly established, then the currently important components list is reviewed to determine the risk level that would be present if the remaining equipment were failed. Decisions on compensatory measures, testing and inspections, and other actions would include input from the risk information, including the possible risk level if the components were failed. Finally, once the component status for the available components is determined, this is entered into the Risk Monitor. In most cases, the components are available, and no changes are necessary. 

5.2.9 HRA model

Issue: The Human Error Probabilities (HEPs) included in the basic PSA are usually assumed to be the same for all plant configurations. The reason for this is that the Human Reliability Analysis (HRA) that determines the HEPs used in the basic PSA assumes the availability of important components including instrumentation.

However, this may not be a correct assumption for all the plant configurations that need to be addressed by the Risk Monitor. It is likely that the HEPs will change due to items of equipment (particularly instrumentation) being removed from service, plant alignment, plant operational state, and other activities being carried out on the plant. In most cases, the HEPs would be higher (worse), but can be lower in a few cases.

Additionally, HEP values which are not initially important in the basic PSA can also be found to be conservative. It is typical to have initial HEP values set to screening values, and detailed HEP analysis performed for only important HEPs. However, when the plant configuration changes, unimportant HEPs can become important. Detailed HEP analysis may be required for these screening value HEPs.

Resolution: A review of the important HEPs in the PSA should be performed to determine an overall importance for each HEP. Review of the important HEPs and the associated HRA could then be performed to determine if each HEP value was sensitive to the availability of a single component/ instrument. If a value is determined to be sensitive to component availability, the HEP value should then be re-evaluated assuming the required components are in maintenance. Once a new HEP value is determined for each component, the HEPs are treated as dynamic events in the Risk Monitor. Often, the components or instrumentation being considered are not included in the scope of the basic PSA or the Risk Monitor, and need to be added. 

HEP modification has been discussed for some time as potentially important for Risk Monitor Use. However, most Risk Monitors do not include any modelling in this area. There are a number of contributors to this including the concern that there is too much uncertainty in the approach, no standard method established for performing this modelling, and insufficient time available for plant staff to perform an initial analysis with sufficient quality. This issue remains on many users priority list, and feedback from plants that initially perform this modelling will be key to the widespread performance of HEP dynamic modelling.

Potentially important HEPs should also be review to determine if these values are based on screening or conservative estimates. If an HEP is potentially important and conservative, detailed HEP analysis should be performed.

Example: For one plant, control of the steam generator level following a SGTR or loss of main feed is an important operator action in the PSA. Review of the two HEPs determines that both actions require availability of the SG level instrumentation. HRA was performed and determined that these HEPs would be a factor of 2 higher with one of the SG Level indicators failed or in maintenance. This factor was included in the Risk Monitor model, and the level instrumentation was added to the scope of the Risk Monitor.

Another example is where the power to one of the instrument busses which supplies the solid state protection system is lost. In this case, the trip logic changes from 2 out of 3 to 1 out of 2 and all the instrumentation in this train are lost. This would be used by the operators to monitor the plant and carry out the required actions after an initiating event. In this case, it was accepted that the HEPs used in the Risk Monitor PSA would need to be modified to reflect the lower level of instrumentation available to the operators. This was done by using dynamic events for the human error basic events.

5.2.10 Dynamic events

Issue: In the basic PSA, initiating event frequencies and basic event probabilities usually have fixed numerical values. However, it is recognised that these numerical values may change depending on the plant configuration or other environmental factors. In theory, most of the basic events in a PSA can be considered dynamic events. Fail to start or fail to open events depend on the last time the component was operated. Fail to run events depend on the fraction of time the component has run in comparison to its expected life. Pump and breaker failure rates can depend on the temperature of the room. LOCA initiating events depend on the temperature and pressure in the primary system. Loss of MFW is more likely when personnel are working in or near relay cabinets containing MFW trip relays. There are many more examples of this type of effect. As experience is gained in Risk Monitor use, more and more dynamic events will be modelled. As a starting point, a baseline PSA needs to be reviewed to determine which dynamic events are affected by maintenance, operational (alignments, etc.) or testing activities and can be easily modelled.

Examples of dynamic events are as follows:

Initiating event frequencies could change for a number of reasons including:

· components being out of service – for example, loss of main feed would be more likely when one of the main feed pumps is being repaired,

· maintenance or test activities – for example, a spurious reactor trip would be more likely when maintenance or test activities are being carried out on instrumentation channels or control logic, 

· environmental factors – for example, loss of offsite power would be more likely during periods of high winds or snowfall, and

· Plant Mode or POS - for example, LOCAs become less likely when there is a lower pressure in the reactor coolant system.

Basic event probabilities would change due to components being out of service. This would change the numerical value used for these basic events as follows:

· the common cause failure probability of a safety system would change when the level of redundancy was reduced (see CCF discussion above),

· the human error probability for a specific human action would change when associated instrumentation channels were removed from service (See HRA discussion above), and

· the probability for an undeveloped event would change due to activities being carried out on that system.

This needs to be taken into account for the Risk Monitor PSA model. See also the discussion in 5.1.3 above on discussion for accurately assessing dynamic events when more than one plant configuration change is in effect.

Resolution: A review of potential dynamic events should be performed to determine potential activities that affect these events. At a minimum, dynamic events review should include all non-LOCA initiating events and undeveloped events (see also CCF and HRA discussions above on these dynamic events). Events with a very low importance and an expected small change in value need not be modelled. For important events, the major activities that affect these events need to be considered for modelling. For example, the loss of offsite power initiating event is affected by environmental conditions (high winds, etc.), maintenance activities (switchyard maintenance), and components out of service (i.e., one of two normal offsite power lines is out of service). Minor contributors, where the change in the event is expected to be small, need not be modelled (unless the contributor is frequently performed and can be shown to affect cumulative risk).

The modelling method used depends on the Risk Monitor software. The possible approaches include the following:

· a database is created which contains all the possible numerical values for the dynamic events and this is searched for the values which are relevant to the plant configuration when the Risk Monitor fault tree is being solved, or

· the dynamic events are represented by logic statements relating to the plant configuration, which contain the numerical values.

In both cases, the numerical values for the dynamic events are defined and justified outside the Risk Monitor software.

Example: For the Safety Monitor, once the Component, Environmental-Testing, Mode, and Alignment tables are defined, the Safety Monitor Administrator program (only the program administrator can make changes to these tables) is used to define or edit the Indirect Effect data table. This table is used to create relationships between any configuration change and the basic events in the model. A typical all modes Safety Monitor model would include:

· Initiating Event Frequencies defined for each Mode and/or POS

· 10-50 major plant tests and activities that potentially affect plant trip frequencies (note: plants with a trip monitor may include more than 50 tests and activities).

· 5-10 environmental conditions that affect trip frequency and loss of offsite power frequency

· Shutdown HEPs that vary depending on the shutdown POS and time available.

For EOOS and ORAM/ SENTINEL, a set of formulae are predefined that can change the probability of certain basic events. These changes can be based on several conditions – open tasks, time since shutdown, components unavailable, etc.

5.2.11 Initiating events involving support systems

Issue: Some initiating events relate to failure of components which are modelled elsewhere in the PSA. When these components are removed from service, the frequency of the initiating event will also change. However, the basic PSA may have modelled this as a fixed initiating event frequency. In the Risk Monitor, this may need to be changed to take account of the changes in the initiating event frequencies when these components are removed from service.

Experience from the development of many Risk Monitor models shows that the variance of support system initiating events is a very important issue for accurately determining the risk for a specific plant configuration. This is true for both full power and shutdown. Failure to vary certain initiating event frequencies can introduce errors of an order of magnitude or more for certain plant configurations. 

Resolution: There are three classes of initiating events:

· Fixed value: In this case, the occurrence of the initiating event does not depend on the plant configuration so that the initiating event frequency has a fixed value (at full power). This approach is likely to be applicable to LOCAs and SGTR. The assumption may also be made for initiating events which would change with the plant configuration but the changes would have little effect on the calculated risk. For example, maintenance activities on the instrument air system will affect the initiating event frequency but for many plants this is not significant to the overall risk. Note that some fixed value initiating events may change in value when the plant mode or POS has changed. 

· Data approach: In this case, the initiating event frequency is influenced by the plant configuration and these changes can be addressed by specifying different numerical values for different plant configurations. These initiating event frequencies may need to be calculated off line and input into the Risk Monitor model as dynamic events. This approach is likely to be applicable to initiating events such as loss of offsite power, loss of main feed, turbine trip, etc. This may also be applied to support system initiating events if the event tree logic is generally independent of the initiating event. However, most support system initiating events should be modelled using the fault tree development method below, due to the complexity of determining an accurate initiating event frequency for combinations of maintenance activities and system alignments.

· Fault tree model for the initiating event: In this case, it is possible to replace the initiating event by a fault tree that models the equipment failures that lead to the initiating event. When components are removed from service, the frequency of the initiating event is changed automatically. This approach is likely to be applicable to loss of support systems such as the component cooling water system, AC and DC electrical power systems, interfacing systems LOCA, etc.

Example: The initial development of the San Onofre Safety Monitor found that maintenance activities and changes in alignment/configuration greatly affect the loss of CCW initiating event frequency. Loss of CCW was one of the top contributors to core damage risk. The point estimate initiating event was replaced with a fault tree development, which included CCW and support system logic. Support systems included the salt water cooling, electrical system, HVAC, operator actions, etc. This support system fault tree logic includes an expanded CCF model. When solved with average maintenance, the fault tree initiating event frequency reasonably agreed with the point estimate initiating event. With no maintenance, the initiating event is slightly lower than the average. However, when one of the components is taken out of service, the initiating event can increase by around an order of magnitude. 

San Onofre used this same approach for expanding two shutdown initiating events, Loss of Decay Heat Removal and Loss of Spent Fuel Pool Cooling. For each of these, the fault tree development actually saved modelling time, since the shutdown PSA did not have to consider separate initiating events for loss of cooling water, loss of electrical (other than loss of offsite power), loss of HVAC, etc. Each of the shutdown initiating event fault trees results in a dynamic initiating event frequency, depending on the alignment and maintenance events. 

Finally, San Onofre is presently developing a Trip Monitor using the Safety Monitor. In this development, a fault tree is being developed representing MFW and plant trip, which includes secondary side system logic such as MFW and Condensate pumps, etc. 

5.2.12 Automated recovery

In this context “recovery” relates to the post-processing of cut-set files to take account of factors which are not already included within the event tree/ fault tree model. Examples of where this is done include the following:

· restoring off-site power for sequences where this was not modelled in the event tree logic, and

· starting a diesel generator manually for any sequence where it fails to start automatically and there is time to start it locally.

Issue: Some PSAs are performed with a manual recovery process. This is usually performed by manually adding recovery events to the cut-sets following the initial PSA quantification.  Additionally, many PSAs have multiple recovery rule files, with a single recovery file applied to a single initiating event or single sequence only.   When using a Top Logic model, the recovery is typically performed automatically using only a single recovery event.

Resolution:  For PSAs analysed using a manual recovery process, the basic PSA and Risk Monitor models need to be enhanced to include an automated recovery process.  For PSAs analysed using multiple recovery files, these need to be combined into a single file.  The process for both may include some additional modelling changes to “tag” particular failure combinations or sequences for specific post processing.  For example, a particular loss of offsite power sequence may be recovered with an event for operator fails to cross-tie, where as other sequences may not. The model would have to be modified to include a basic event identifying cut-sets associated with that sequence, and the rule file would be created where the cross-tie recovery event is only added when that basic event is present.

Review of some early Risk Monitor models determined that model speed and accuracy are enhanced by moving recovery events into the system or top logic fault tree model, where possible. This is especially true for recovery events added to cutsets containing a single event or multiple events that are always in the same cutest (i.e., loss of offsite power and diesel fails to start). 

The development of a single automatic recovery file would be generally required for the development of any Risk Monitor where recovery events are included in the basic PSA.

Example:  For one plant, the CAFTA-based PSA has multiple rule-based recovery files, one for each initiating event where recovery is applied.  Each recovery file is modified to include the applicable initiating event in the recovery logic, and the files are combined into a single rule-based recovery file.  No changes to the PSA or Risk Monitor logic are required.  However, additional validation steps would be required in the Risk Monitor validation to assure the recovery process provides the same results as obtained by the manual process.

A second example is where a manual recovery process has been carried out for the basic PSA by the analysts using a cut-set post-processor.  In order to create an automatic rule-based recovery process, the original PSA was initially modified and a validation of the recovery process was performed.  This resulted in a modification of the living PSA documentation to include the recovery rules and a one-time validation of the switch from a manual to automatic process.  Once this was completed, the same recovery rules were applied to the Risk Monitor. It is common during the validation process to have differences between the Risk Monitor result and the baseline PSA result. In many cases, the differences are due to errors or simplifications in the baseline PSA. In the case of the recovery rules, manual recovery can be inconsistent, or may only be performed on the top cutsets. This may result in the Risk Monitor recovering cutsets not recovered in the baseline PSA. As long as the difference can be explained, and the Risk Monitor results are considered correct, the validation is still adequate.

5.3 Dealing with software incompatibilities

The software to be used for the Risk Monitor may have different capabilities from that used for the basic PSA. In particular, the two software packages may handle NOT logic differently and may have different ways of handling house events that change value during event sequences. In addition, the Risk Monitor may require the event tree/ fault tree model developed in the basic PSA to be replaced by a large fault tree model (refereed to as a Top Logic model). The conversion process from the basic PSA to the Risk Monitor needs to address any incompatibilities which could arise.

There are many types of difficulties that could arise and it is not possible to describe all of them here. The discussion below indicates three of the issues that may arise:

· differences in the way that NOT logic is handled,

· handling sequence specific house event settings, and 

· Top Logic development.

5.3.1 NOT logic

Issue: The software package used to carry out the basic PSA and the one used for the Risk Monitor application may differ in the way that they handle NOT logic{1}.

This may present difficulties in using a basic PSA developed using one particular approach to NOT logic for use as a Risk Monitor using a software package which handles NOT logic differently.

Problems associated with the use of NOT logic can generally be overcome, since its inclusion in a PSA model almost always has the intention of preventing unwanted (impossible) failure combinations from appearing in the results. The usual quantification method adopted in codes that do support NOT logic in fault trees maintains only the cutset deletion effect. Even when full negated solution is supported by a code – which would lead to negated basic events appearing in the PSA results - it would typically not be used since the quantification of negated fault tree structures of any significant size is very time-consuming. The effects of NOT logic, when used to prevent the appearance of unwanted cut-sets, can be emulated by use of a cut-set deletion technique{2}, such as that provided by CAFTA (which can be used for the basic PSA or for the calculation engine for EOOS) or that provided by PSIMEX (the solution engine used in the SCIENTECH Safety Monitor).

Resolution: The resolution of this issue is very specific to the codes used for the basic PSA and the Risk Monitor and the way that NOT logic has been used in the basic PSA. 

Example: For some plants, the basic PSA is carried out using Risk Spectrum and the analysts have chosen to use NOT logic in the construction of the fault trees. For use with the Scientech Safety MonitorTM software, the NOT logic in the basic PSA is identified and translated into a set of rules for use in the cut-set deletion technique and the NOT logic is removed from the model. The combinations of equipment failure which would not be allowed in the same cut-set are identified and any cut-sets containing this combination of failures are deleted. In other words, the basic PSA logic model was changed to remove the NOT logic and to replace this with a data set which contained all the combinations of equipment which are not allowed.

5.3.2 Sequence specific house event settings

Issue:  It is common in an event tree solution process to have house events that change value during sequences, or in different sequences in an event tree. This creates some difficulty in creating a top logic solution model that can be solved either inside or outside a Risk Monitor. A common example is in the Loss of Offsite Power or Station Blackout event trees, where, following recovery of offsite power, systems may be credited that would have normally been unavailable following the initiating event. High Pressure Injection, for example, would not be available following a station blackout event, but would be available if offsite power were recovered. The system fault trees used in sequences with successful power recovery would have different house event settings than those prior to recovery.

Resolution: Basic PSA changed to have different identifiers for these house events, or unique logic in place of the house event. It is quite common to create unique solutions for each house event replacement when creating a top logic model, with feedback on the approach through comparison of the basic PSA cutsets with the Risk Monitor cutsets. One common technique is to use “tag” or “flag” events, which are set to one, and show up in cutsets for a particular event tree sequences. This tag event may be used for all sequences on a particular “success” branch of an event tree, for example. When two tag events which are for different sequences or conditions show up in the same cutest, the cutest is deleted. As long as the use of the tag events allows for the correct cutsets to show up in the cutsets, the deletion of unwanted cutsets just results in slowing the solution process. 

Cases where the tag events do no easily work sometimes requires the development of specific logic for a sequence developed under the top logic. In the High Pressure Injection example above, it is possible to create a sequence specific High Pressure Injection Fault Tree that would provide the correct cutsets following a recovery from a station blackout event (in this example, tag events would probably be the better way to go). Another solution would be to use NOT gates, if this were available using the Risk Monitor Software.

Example:  For one plant, feed-water from the demineralised water system needs to be used to refill the normal feed-water tanks for some event sequences that could arise following an initiating event but not for others. In the basic PSA, this was modelled using a house event which switched on and off the part of the fault tree which modelled the use of the demineralised water system and this house event had different values in different branches of the event tree. However, it is not possible for the same house event to have two different values when the event tree/ fault tree model is converted into a Top Logic model. In this case, the event tree model was changed to reflect the two possibilities (that is, SG feed with and without using the demineralised water supply) with two different fault trees. 

Another classic example was a solution of AFW following a loss of offsite power and successful operation of the emergency diesel generators (EDGs). The initial solution of the AFW failure sequence showed failure of the EDGs as a logical solution, even though the sequence was following a successful EDG operation. Several tag events were added, one to the success branch called EDGS-OK, and one to each of the top of the EDG train fault trees called EDGA-FAIL and EDGB-FAIL. Cutsets were then deleted which contained all three events EDGS-OK, EDGA-FAIL, and EDGB-FAIL. Cutsets containing two of the three events were valid and not deleted.

Safety Monitor treats these tag events in a special manner to allow cutest minimization to occur as if the events were not in the cutsets. Without this feature, a review of the results should be performed to ensure non-minimal cutsets or duplicate cutsets are not showing up. 

5.3.3 Top Logic development

Issue:  The aim of the Risk Monitor is to determine how the risk (that is, the frequency of core damage, large early release or core boiling) changes as the plant configuration and mode of operation changes. Since the Risk Monitor is used on-line, the speed of solution is as important as the accuracy of the result and there is generally a requirement that it completes the calculation in a relatively short time - typically 1 to 5 minutes.

Since it is not currently possible to do this using a PSA logic model that is based on event trees/ fault trees there is a need to produce an equivalent model which uses fault trees only.

For Risk Monitors where solution speed is not an issue, or where pre-solution is performed (e.g., ORAM-Sentinel), creation of a top logic model is not necessary. However, even in these cases, it is convenient for creating quick solutions both inside and outside of the Risk Monitor.

Resolution:  This is done by developing a fault tree model that is equivalent to the event trees in the basic PSA. This is referred to as a Top Logic model (or sometimes a Master Fault Tree Logic model). The Top Logic model then needs to be optimised to speed up the solution. This is done by ensuring that the fault tree models for the safety functions are solved the minimum number of times with no/ minimal loss of information included in the PSA. This involves carrying out a Boolean reduction of the event trees to give the minimal safety function structure.  The resulting single fault tree model is much more compact than the PSA model but when solved gives (nearly) the same cut-sets as the original model.

If the Top Logic model is developed in the same software as the basic PSA, it will use the same model building blocks. Where different PSA codes are used for the basic PSA and the Risk Monitor, the best approach is to automate the conversion process. As an example of this, software has been developed to convert a Risk Spectrum event tree/ fault tree model into a fault tree model that can be used by CAFTA. This converts the Risk Spectrum event trees into an equivalent CAFTA fault tree and converts the Risk Spectrum fault trees into the CAFTA format.

The use of an automated process ensures a high degree of quality control and has the advantage that changes can be made relatively easily to the Top Logic model to reflect changes in the basic PSA.

The Top Logic development is not limited to the PSA for power operation.  If there is a full Level 2 PSA for internal and external hazards in all modes of operation then all parts of the PSA can be incorporated into a single Top Logic fault tree (as has been done for San Onofre and other Safety Monitor users, for example).

In the future, faster computers may allow the event tree/ fault tree model to be used directly in the Risk Monitor without the need for the conversion/ optimisation process.

Example:  For one plant (Bohunice), software has been developed which has 3 steps as follows: i) reading the basic events from Risk Spectrum database; ii) reading the gates from the Risk Spectrum database; and iii) reading the event tree/ fault tree structure and the generation of the Master Logic fault tree using the information derived in i) and ii). In practice, this Master Logic fault tree has been found to provide an adequately fast solution so that no further optimisation has been required.

For one plant (Dukovany), the conversion process uses the export filter from Risk Spectrum to a text file which contains the Top Logic structure and the basic event data. This text file is edited to fit to the import filter of the Safety Monitor. Using this approach, it is not easy to optimise the Top Logic structure. However, the solution time has been found to be satisfactory.

5.4 Development of the Risk Monitor databases

Each Risk Monitor software includes a series of data tables or files which need to be developed in order to use the converted PSA model in the quantitative risk solution portion of the Risk Monitor. Some of the tables are optional, and represent features of the software that may or may not be used. For example, the Safety Monitor includes tables for time-based events, which does not have to be used if the PSA does not include time-based modelling. However, most of the tables need to be completed for the Risk Monitor to function accurately. Some of these tables are discussed below.

5.4.1 Plant component to PSA basic event database

Issue: The Risk Monitors typically use plant notation for maintenance out of service, alignments, tests, etc. This plant notation needs to be developed and inserted into the various tables. Safety Monitor and EOOS are both Access based, and the tables are easily created either inside or outside of the main database. Both EOOS and Safety Monitor include an administrator program which aids in the development of the plant database tables. 

Resolution: Much of the plant related information may already be available from the maintenance rule information. Under maintenance rule, a plant would have already identified the PSA affecting components, which may include a mapping of the components to the PSA basic events. These tables would be a good starting point for the development.

In addition, the other tables in the plant database need to be completed. This includes plant description information, system and train designation, alignments, environmental factors, testing, Functional Equipment Groups (standard tagout listings), etc. For ORAM-Sentinel, this may include a development of ORAM-Sentinel codes, which are used to identify plant configurations in the model, and the plant configuration definitions. 

Example: Initially for a Risk Monitor development, a list of PSA affecting components was downloaded from the plant component listing. PSA affecting was previously identified in the component database from a review of maintenance rule designation. System and train information was also downloaded for each component, and this information was used to complete the system and train information tables. Functional Equipment groups was downloaded from the maintenance work order software, but was later removed since the feature was not used in the Risk Monitor process developed. Other tables were developed manually, based on the reviews of each area discussed in the sections above. 

If a shutdown PSA model is used, additional plant description tables will need to be developed, depending on the software. For example, the Safety Monitor has a main shutdown table, the Reactor Mode table, which defines Mode and POS. Additionally, some shutdown information is also entered into the Table Master table, and the Decay Heat Table.

Once the PSA related databases and interpretation databases were completed below, some data checks were performed to ensure the data tables matched up. The following checks were verified as a part of the validation process:

· all Components identified as PSA affecting were mapped to basic events, either directly or indirectly through dynamic events

· most basic events were mapped to components, unless explained. For example, a component represented by three failure modes only needs to have one of the three basic events mapped. A standard for this mapping is discussed below.

· all translation database entries need to have equivalent entries in the PSA and plant table.

· some Risk Monitors allow the tracking of maintenance rule, non-PSA components for availability calculations. These components can not have related mapping table entries or basic events.

Other data checks are possible, depending on the data tables and features used. For Access based codes, the data checks can be performed using Access queries. 

5.4.2 PSA related database

Issue: PSA related database tables and files need to be developed. Most Risk Monitor programs complete these tables automatically when the top logic model is imported. However, each program requires some manipulation in order to use the Risk Monitor.

Resolution: The Risk Monitor software administrator programs should be used where possible to build PSA related tables. This includes basic event probabilities, basic event descriptions, etc. Additionally, PSA files such as fault tree files, rule based recovery files, etc. should be developed. The software user's manual should be used to complete each of the tables.

Example: Safety Monitor builds all of the associated files and tables for the PSA when the top logic fault tree is imported. Designation of maintenance events and time-based events is required to ensure that maintenance events are set to zero in most calculations, and time-based calculations are used, when needed. Fault Tree and Rule-based recovery files are also created by the Safety Monitor in a form needed for quick solution by the Safety Monitor. During the import, some data checks are performed to ensure the imported data matches the other data listed. A list of mutually exclusive events is also provided and developed manually outside of the Safety Monitor. This list is then copied into the Mutually Exclusive data table.

5.4.3 Interpretation databases

Issue: The interpretation databases (data tables) in each Risk Monitor are the key tables for manipulating the PSA model to determine an accurate risk estimate. Without these data tables, the Risk Monitor would be basically performing the same calculations that can be performed using the PSA software. With these tables, accurate assessments of risk can be performed for virtually any plant configuration. 

Some of these tables require supporting calculations, while others do not. All of the information and tables developed require validation and checking to ensure an accurate risk estimate is developed.

Resolution: The interpretation data tables vary in each Risk Monitor, but generally perform the same function. They provide an interface or relationship between the plant data tables and the PSA data tables and files. In some cases, a plant change results in events being set to true or false. In other cases, basic event probabilities are altered. The interpretation data tables all have to work together with the Risk Monitor to develop an accurate risk estimate. This means that all of the house events need to be set to a single value, and the correct basic event probabilities need to be calculated. If a qualitative risk model is developed, additional information may be developed to interpret the work order effect on the qualitative models. 

General information required for determining the plant change effect on the PSA includes:

· component or work order to PSA event mapping: This is a direct map of a component to a basic event or series of basic events that are set to true. For pre-solution methods, this mapping may be performed externally or manually. Since events are only set to true (or left to the original probability), several basic events can be set to true for a single component out of service. Similarly, several components can set the same basic event to true, although this would only occur if the basic event represented several components in the model (i.e., an undeveloped event).

· alignment mapping: Alignments, when used, are typically set to a series of house events that are set to true or false. Alignments should be established so that house events are only set to true or false for a single alignment setting. 

· dynamic event mapping: There are various ways to modify a basic event probability given a plant condition. Pre-solution methods would typically perform this manually outside of the Risk Monitor. Safety Monitor provides a data table where the new value or factor increase can be specified. Additionally, a program can identify an equation result, either inside or outside of the program, where the equation solution depends on the plant condition. Calculations and documentation typically are needed for most dynamic event development. As discussed above, care should be taken if several plant configurations are mapped to a single basic event. It is easily possible to get inaccurate results when multiple configurations occur. For example, if two of four CCW pumps are out of service, each estimated to increase the loss of CCW initiating event by a factor of 5, the actual increase can be something much larger when both pumps are out of service. The Risk Monitor, depending on the programming, may set the increase to 5, 10 or even 25. 

If a shutdown model is also developed some additional data tables may be needed. Decay Heat and Boiling information may be needed, and information on the plant operational states and their effect on the model will need to be developed.

Example: A Risk Monitor is developed using the basic PSA and Maintenance Rule Data. The Maintenance Rule information includes a relationship between the PSA affecting components and the PSA. The information is filtered to remove CCF information, which is included in the maintenance rule information for ranking. The mapping that remains between the plant components and the PSA includes all independent PSA basic events for each component. A validation is performed that ensures all PSA affecting components are mapped to the PSA, and all independent PSA basic events that are not house events, HEPS, and initiating events are mapped to a component. 

Following establishment of alignment selections, house event mapping is established for each alignment. Care is taken to ensure that house events are only mapped to a single alignment selection.

Dynamic events are developed based on the established environmental factor, plant tests, and other dynamic events established above. An engineering calculation is required for the development, and some plant specific analysis is performed for several of the new factors. Factors that may occur simultaneously are considered and specific factors are developed for configurations for these conditions.  
5.4.4 Pre-solution database

Issue: EOOS and ORAM-Sentinel both allow the use of pre-solution of the PSA results. This requires a PSA analyst to pre-solve the PSA model for all expected plant configurations. When model changes are performed, resolutions of all previously analysed configurations are required. 

Resolution: As discussed in previous sections, there are advantages and disadvantages to the pre-solution method. Most ORAM-Sentinel models use pre-solution, although the general trend is to transfer to a real-time solution of a top logic model. 

Pre-solution requires the PSA analyst to establish the relationship between the plant configurations and the PSA, and to analyse all expected plant configurations. It is common to group plant changes, where the change is known to be small, and use the solution for any combination of the grouped changes. For example, an analysis can be performed with 2 of 3 instrument air compressors out of service, all boric acid makeup pumps out of service, and other components of low importance. The resulting risk estimate can be used for any combination of 1 or 2 compressors out of service with any or all of the boric acid makeup pumps out of service, etc. A single PSA run can be used for tens of plant configurations. Other more important components would require specific PSA runs for specific configurations. It is common to have 1 or 2 unanalysed plant configurations per week for a schedule work week. This means the first time the schedule is analysed using ORAM-Sentinel, the PSA analyst has to run some new PSA runs to provide a detailed risk profile for the schedule.  A typical pre-solution Risk Monitor has around 500-100 pre-solution results.

Example: The Catawba Nuclear Plant uses ORAM-Sentinel and a Pre-solution for all risk estimates. When the PSA is updated (every 2 years) the previously analysed ORAM-Sentinel solutions are re-solved by the PSA analyst, and the PSA data table is updated in the ORAM-Sentinel model. This update takes several weeks, and is documented in an Engineering Calculation. The results are reviewed for accuracy, and selected cutsets are reviewed to ensure the results make sense, prior to issuing the new model results.

The Catawba work control schedulers contact the PSA group with about 1-2 unanalysed (white) conditions for the PSA per week. The PSA group performs new analysis for each configuration, and updates the ORAM-Sentinel Model on the network. It is common to have previously analysed PSA runs that bound the requested configuration, so no new run is required. New runs are kept in a log file so that the calculation of the PSA results can be updated in the future. 

5.4.5 Qualitative Risk Model Development

Issue:  Most Risk Monitors use a Qualitative Risk Model along with the quantitative risk model using the PSA. This qualitative risk model is not derived from the baseline PSA, and will need to be developed for the Risk Monitor. Interface between the plant data tables and the PSA data tables/files will need to be established.

Resolution: The categories of qualitative models for full power and shutdown are reasonably standard for PWRs and BWRs, although some plant specific categories can be developed. The full power qualitative models include the status of the front-line systems, and any systems important to safety. The shutdown qualitative models include the shutdown key safety functions, as defined in NUMARC 91-06 and other documents. 

However, the risk result (colour) for each qualitative model is somewhat subjective, and typically plant specific. Some documentation of previously developed qualitative models is available, although changes to the models have probably occurred since the original development. 

Development of the qualitative models is typically performed using the Risk Monitor software. Validation of the models is performed using an engineering calculation. It is also common to use the qualitative models in the development of Maintenance Rule criteria. Changes to the models may be reviewed by the plant’s maintenance rule expert panel.

Example: The Oconee Nuclear Plant includes both a qualitative and quantitative risk model for its ORAM-Sentinel model. This model includes both full power and shutdown risk assessment. The full power qualitative models were developed in conjunction with EPRI (See EPRI Report TR-???), and have similar categories to other ORAM-Sentinel models developed through EPRI. Plant specific criteria were established for each of the qualitative models using the maintenance rule expert panel. 

Risk Management at Oconee is performed during the outage using separate defence-in-depth (DID) sheets, completed by hand. The shutdown ORAM-Sentinel qualitative models have been updated to agree with the DID sheets, giving the same colour in most circumstances. Changes to the ORAM-Sentinel models are review by the expert panel.  

5.5 Validation of the Risk Monitor PSA model

Issue:  The last step in the development or update to a Risk Monitor model is the validation process.  This process is performed to ensure that the quantitative results given by the Risk Monitor are accurate and the same as (or equivalent to) those given by the basic PSA.  This validation process needs to validate all of the previous quality checks, such as review of the Top Logic model development, review of the plant-to-PSA cross-reference database, rule-based recovery file development, new model logic added for system alignments, etc.  Without the validation process, it is likely that errors in the model and database will be present.

This has proved to be difficult for many plants due to the different structure of the PSA model (an event tree/ fault tree model in the basic PSA is transformed into a large fault tree model for the Risk Monitor), changes in the logic (for example, removal of NOT logic and changes involving house events, exchange events, etc.) and the difference in the numerical result of the PSA (that is, the basic PSA calculates the annual average risk whereas the Risk Monitor calculates the point-in-time risk).

In addition, in developing the Risk Monitor PSA model, it has often been the case that some of the assumptions made in the basic PSA need to be reconsidered. It is often the case that simplifying assumptions which have been made in the basic PSA need to be reconsidered for the Risk Monitor PSA model. These are assumptions that have little or no impact on the annual average risk but may have a significant impact of the results produced by the Risk Monitor. Such assumptions need to be reconsidered and conservatisms removed wherever possible.

Resolution: A validation process needs to be developed and performed for all initial Risk Monitor model developments, as well as for major changes and updates to the Risk Monitor.

The validation process needs to be of sufficient rigour to assure a reasonably accurate result is obtained for all likely plant configurations.  Since the validation process cannot use the PSA results for all the validation cases the design of the validation process needs to be carefully considered.

The main steps of a thorough validation process are as follows:

· Check that the PSA cut-sets are reproduced when the Risk Monitor is set to the PSA assumed configuration.  This baseline cut-set comparison should be performed for the first 500 to 1000 cut-sets. The Risk Monitor solution should include average maintenance events for this comparison.

· Check that the PSA results, obtained by solving the model with one or more components in maintenance (basic events set to true), are reproduced by the Risk Monitor.  This should be performed for numerous cases, with the cut-set review being performed for at least the first 200-500 cut-sets.  The number of cases is determined by assuring that all parts of the PSA model are changed/ affected by the cases selected.  This can be assured by selecting components for the cases that affect each front-line system. For example, at least one case should affect Low Pressure Injection needed for Large LOCA initiating events. These cases typically have 1-3 components in maintenance. Typically, about 10-15 cases are performed for each initial validation. However, if the Risk Monitor is being used for Risk-Informed Applications, such as RI-TS, the validation process may need to be more complete. These runs are typically performed with both the PSA and Risk Monitor average maintenance events set to zero. In addition, the Risk Monitor model is solved using the PSA assumed configuration.

· Check that the Risk Monitor results are valid for alignments not originally included in the PSA.  If the PSA model was also modified to include the alignments, the Risk Monitor and PSA results can be directly compared.  If the PSA model was not modified, a review of the Risk Monitor cut-sets should be performed for at least the first 200-500 cut-sets. Additionally, the probability of the configuration should generally agree with a similar solution using the assumed PSA configuration. For example, the no maintenance case with the opposite train running should agree with the no maintenance case with the PSA assumed train running. Some variation is expected it swing train alignments are selected.

· Check that the Risk Monitor results are valid for dynamic events not originally included in the PSA.  The validation should include a review of all types of dynamic events (that is, where they have been used to model environmental factors, changes in common cause failure probabilities and human error probabilities with plant configuration, etc.), but not all dynamic events need be adjusted for the cases developed for this validation.  Typically, 3-5 cases include the adjustment of dynamic events, and cut-set review should be performed for at least the first 200-500 cut-sets.  These cases can be combined with other cases described above, such as the alignment case files. The expected dynamic event probability should be review for all case runs.

If a change is made to the Risk Monitor model or data tables, a review needs to be performed to determine if a re-validation needs to be performed, and the extent of the re-validation.  Significant changes would require a re-validation of the model similar to the initial validation.  Less significant changes may only require a single baseline case run or several runs validating the portions of the model changed or data tables changed.

Both the initial and subsequent validation process should be documented and independently reviewed

Example:  For one plant, a Top Logic model was created for a Risk Monitor model using the event trees in the basic PSA and the associated Risk Monitor databases were created, based on the plant data and the PSA model.  Once this had been done, a validation process was performed to verify that the development process had been carried out correctly.  A total of 20 case runs were performed, including a baseline PSA case, 3 cases with one component in maintenance, 5 cases with 2 components in maintenance, 5 cases with 3 components in maintenance, and 6 cases where alignments and dynamic events are modified.  For the base case and the 13 component runs, the results from the Risk Monitor were reviewed against the first 500 cut-sets produced by the basic PSA.

6. USE OF RISK MONITORS

This section discusses what needs to be done to ensure that the Risk Monitor can be used effectively during nuclear power plant operation. The topics covered in this section include:

· identification of the users of Risk Monitors and the functions they perform,

· the interface between the plant operators and the user of the Risk Monitor – that is, how information on the activities carried out on the plant and changes in the plant configuration are input into the Risk Monitor,

· the software design of the Risk Monitor that allows these changes to be put in and the way that the information provided by running the Risk Monitor is presented to the user,

· the use of outputs from the Risk Monitor and how this information is incorporated into the decision making process,

· the way that changes to the Risk Monitor PSA model are controlled,

· the Risk Monitor training requirements – in particular, the training required to allow it to be used in a meaningful way by non PSA specialists, and

· the other applications that the Risk Monitor PSA model can be used for.

6.1 Users of Risk Monitors

The users of Risk Monitors carry out various functions in their interactions with the Monitors. These functions can be categorised as follows:

1) Inputting or importing of actual plant status into the monitor,

2) On-line uses, such as daily planning and monitoring of actual configurations, AOTs/ACTs, and cumulative risk,

3) Maintenance planning, for example, advanced planning for outages or maintenance schedules, and schedule optimization,

4) Off-line uses, such as evaluation of unplanned events or failed equipment, profiling and analysis of cumulative risk, and feedback of lessons learnt,

5) Use of the Risk Monitor as a PSA tool – for example, for PSA applications such as event evaluation, justification of risk informed changes, etc, and evaluation of regulatory inspection findings,

6) Use in safety culture/risk awareness training, and

7) Development and maintenance of the model.

The typical minimum risk monitoring activities performed at a plant include items 1, 2, 4 and 7 with the on-line activities limited to daily planning (not actual configurations and times), and off-line activities limited to advanced planning for outages or online maintenance. Use of additional functions would depend on the risk monitor capability and the plant specific implementation and capabilities.

The discussion below describes the activities typically carried out by the staff using the Risk Monitor. Typical activities and functions carried out are described, although it should be noted that there may be significant variation in these at each nuclear power plant.

Control room operators and Senior Technical Advisors (STAs) are involved in “on-line” functions of the Monitors and the collection and input of data. In some cases, this control room function may be delegated to maintenance staff assigned to assist the control room. The control room operators keep the Risk Monitor up to date so that it reflects the current configuration of the plant. In many cases, the control room may only evaluate a single plant status each shift, unless there are significant plant changes during the shift. The control room operators may also be involved in monitoring the AOT/ACT cumulative risk to ensure that targets are met.

Technical staff in the nuclear safety department include safety engineers, shift engineers, PSA analysts, Maintenance Rule coordinators and Risk Monitor administrators (who are typically responsible for the upkeep of the Risk Monitor and for changing operational safety criteria). Technical Staff are involved in “on-line” uses of the Monitors (such as keeping staff informed about the current level of risk), use of Risk Monitor outputs (for example, getting risk information to support a case for a Tech Spec exemption), and “off-line” uses (for example, preparation of weekly/ monthly/ annual reports on cumulative risk and risk profiles).Variations are wide from plant to plant, depending on whether the PSA staff is at the plant site or offsite in a general office, and the Risk Monitor software used. With PSA staff onsite, the number of safety department and other technical staff involved in on-line and off-line uses of a Risk Monitor is typically minimal. 

Maintenance planners are involved with the off-line functions of the Risk Monitors. They prepare maintenance schedules which ensure that the maintenance activities are carried out in such a way as to ensure that the current risk is acceptable. A maintenance planner may evaluate the planned maintenance schedule at several points prior to the actual work. They may also be involved in “on-line” usage, when maintenance planning includes scheduling on a daily basis. A typical plant would include separate maintenance planners for normal power operations and outage planners for shutdown operations. Planning procedures and use of Risk Monitors can vary widely from normal power to outage conditions, requiring specialized planners for outage risk management control. 

Plant managers use the outputs from the Risk Monitor and may be involved in assessing these against targets. They would normally be supported by the technical staff for detailed evaluations and reports. Plant managers typically focus on two areas: First, the reason behind risk peaks, and Second, the cumulative risk versus a planned cumulative risk. Either Monthly or Quarterly reports are typical, with a year end cumulative risk review.

Regulators may use Risk Monitors off-line, provided they have access to a plant’s risk monitor. They use the outputs of the Risk Monitors to help to understand the risk significance of activities being carried out or proposed for the plant. They may also be interested in cumulative risk and its comparison against targets. In the USA, regulators also may make on-line use of Risk Monitors or associated reports in connection with regulatory inspections, where Risk Monitor analyses may be used as part of the Significance Determination Process (SDP) for inspection findings.

Different users may be assigned different levels of access to the Risk Monitor models, in accordance with the Risk Monitor software capability, as discussed in section 6.3.

6.2 Development of Interface between the Plant and the Risk Monitor

6.2.1 Interface for on-line use

During on-line use at a Nuclear Power Plant, the Risk Monitor needs to be kept up to date so that the information on the current plant configuration and environmental factors is accurate. This day-to-day Risk Monitor updating may be performed using either automatic import of configuration information (see below), or by manual input either in real time or at a set frequency. A good practice is for the risk monitor to be truly used “on-line”, implying that the changes should be made as soon as it is convenient to introduce them. In this way the querying of the Risk Monitor by any user will indicate the current risk index.

The precise method used for on-line updating is greatly affected by the personnel responsible for making the changes. For example, only control room personnel would be able to make real time manual input, while automatic import of configuration information can be made by any group, either inside or outside of the control room. Also, variations in the input information can occur depending on who inputs the information, and where the information comes from.

There may be a difference in understanding between the control room operators and the maintenance staff regarding exactly when the maintenance outage starts and is completed, since there is a time lag between the decision to carry out the maintenance activity and the equipment actually being removed from service. Hence, a decision needs to be made on which information source (i.e., work order or plant alignment information in the control room, including an electronic control room log) will be used to base the inputs into the Risk Monitor. Additionally, information on plant testing performed by operators or on environmental conditions may not be available in the work order system.

Many plants obtain plant configuration information directly from the plant process computer or automated control room log. The process computer information shows actual component status, with component maintenance being indicated when power is removed from a component. Component operation is shown directly through computerized status information. Some false unavailability is possible when power is removed from a component for non-maintenance activities (operations activities or testing). The automated control room logs are typically limited to components subject to technical specifications and other risk-important equipment. These logs may or may not include major system alignments and may not include all PRA affecting equipment.

Extracting information from the plant process computer or the automated control room log typically involves a batch process, where configuration changes are written to a text file, and the text file is imported into the risk monitor for analysis. This process is typically manual, although at least one of the risk monitor programs can run this automatically at a user specified frequency (e.g., every 10 minutes).

Another possible source is work order maintenance software, which shows the out of service and return to service times, based on maintenance crew estimates for beginning and ending the work. This would not provide alignment information, although it is possible to associate certain work order activities with certain alignments (i.e., when cooling water pump A is in maintenance, cooling water pump B is assumed running).

It is common for a plant to gather information from all of the sources mentioned above. For example, maintenance unavailability may come from work order software, while alignments are manually input from a review of the control room logs. A more sophisticated process used by one plant gathers information from all three locations, where information common to multiple information sources is compared and the best source is used. In this case, if the control room logs and the work order system show a cooling water pump in maintenance, the times shown in the control room logs are used since they are considered more accurate.

In most cases, some review and correction of any automated data collected will be required. The most common corrections are the input of missing system alignments, and the removal of components listed as in maintenance. It is common to import a work order against a component, where the component remains available. For example, a pump visual inspection would not disable the pump. Some risk monitor software can pre-assign certain work orders as non-PSA affecting, which helps limit the amount of manual correction of risk history.

In the development of the outage risk profile by the maintenance planning staff, it is not necessary to have the current plant configuration as the configuration for the start of the outage is determined by the planners.  In this case the Risk Monitor can be used completely off-line provided it represents current design.

6.2.2 Interface for off-line or retrospective use

It may be the case that the Risk Monitor is not truly being used “on-line”.  Rather, use may be off-line or retrospective, where the information from the maintenance and operations department is collected and input to the Risk Monitor once a week, once a month, or once a quarter, allowing a correct risk profile to be correctly generated at the end of the year the risk profile for the year.  In this case, the model is not available in real time for the day-to-day planning of maintenance and test activities, and is mainly used to compare actual versus planned cumulative risk as wells as the risk peaks contributing to the cumulative risk.

6.2.3 Correctly identifying component unavailabilities

In all of the scenarios described above, the extent of maintenance work being carried out, in terms of the identification of all affected components, needs to be defined and input accurately into the Risk Monitor. This extent of the work would include all components being worked on plus any other components that need to change state to allow the work to be carried out. For example, power supplies may be disconnected, isolation valves may be closed, etc. The accurate input of this information can be greatly facilitated if the Risk Monitor provides adequate support for the definition of groups of related components (“functional equipment groups”, see section 6.3).

6.3 Risk Monitor software interface design

This section will discuss good practice related to the Risk Monitor software interface under the following headings:

· access levels,

· input of configuration and environmental factor information,

· solution of the underlying PSA model, and

· output interface.

Nowadays, much of the design of software interfaces is determined by the conventions that are expected due to the proliferation of the windows interface. Thus, users expect to see software interfaces that provide a series of menus, usually including “file”, “tools”, “help”, and which also use buttons. At the highest level, the Risk Monitor software tools available at the time of writing conform to these basic conventions.

In addition, there are a series of conventions which have evolved via incremental improvement of the Risk Monitor interfaces. For example, it is typical to show risk level meters which are colour coded and which also show the numeric risk level and mark the boundaries between the different levels. It is also typical to show plots of the risk level versus time.

The software should also reduce the possibility for user error by providing feedback on changes made and appropriate confirmation dialogues.

6.3.1 Access Levels

Each of the Risk Monitor programs provide access control to some or all of the functions and data in the software. Access control is in the form of a user ID and password. At a minimum, access is controlled to the model and data files supporting the Risk Monitor, where access is typically limited to PSA personnel or Risk Monitor support personnel. More advanced Risk Monitors provide more detailed access control for each of the functions in the Risk Monitor.

Typical privilege levels are shown, from lowest to highest, in the following table.

Example privilege level name (*)
Typical user assigned this privilege level
Description of privileges

User
Any Plant Personnel
Can view current and past risk profiles and data and input hypothetical configurations. A user ID and Password may not be required for this level.

Planner
Maintenance planner

Outage planner
Can perform all User actions plus view and input schedules and modify maintenance and outage schedule details, calculate schedule risk profiles.

Operator
Control room operator
Can perform all Planner actions plus input or import actual plant configurations and edit past actual plant configurations and perform all real time calculations.

Administrator
PSA specialist
Can perform all Operator actions plus import and edit all model data (including the PSA model) into the data base.

(*) Privilege levels and names used vary between different software packages

Since editing of many of the associated files and databases may be possible externally to the Risk Monitor program/software, additional network access and control may be necessary for all Risk Monitor Programs. This control would include controlling the read/write privileges on associated files or other equivalent security measures. Several utilities have developed a batch program launch process, where the initial program operation copies files from a controlled drive to the local PC, where the files are uncontrolled. Access to the controlled drive is limited to key personnel through normal network security.  Generally, this type of access control is not provided by the Risk Monitor program, and requires additional, but simple steps to assure file security.

6.3.2 Input of configuration and environmental factor information

Risk Monitor users will typically input the following types of information, which impact the underlying model as shown below:

Input information
Model impacts

Plant Operating Mode 
Causes selection of applicable section of PSA Fault Tree

System/component alignment
Sets alignment house event in model

Component maintenance
Causes failure of related basic events in fault tree models

Test or environmental conditions
Increase or decrease of initiating event frequency or basic event probabilities

Typically, the work order system or control room logs can be used to identify and list all affected components. This information can then be imported into the Risk Monitor through a text based file transfer process. When plant changes are manually input, this is performed using pull down screens or drawings for the input of all plant configuration information.  Due to the complexity of the detailed plant drawings the tendency is to use the plant specific system and component lists rather than the very large number of detailed drawings required for all plant systems.  Simplified drawings often used in the PSA only contain a small number of plant components and are not suitable for use on line.  For example drain valves are excluded from the PSA, but maintenance on such valves may result in PSA components being affected.

Generally, all of the Risk Monitor programs are designed to do the same or similar things, which is mainly to determine the risk for various plant configurations. However, the Risk Monitor features for the major programs vary considerably, and affect the ease of configuration input for both import and manual input methods. For example, only Safety Monitor supports an integrated full power and shutdown assessment process. This allows users to input, analyze and display all risk results using the same screen. EOOS and ORAM-Sentinel require users to switch screens and data files, making it difficult to combine full power and shutdown results. 

Input of configuration changes also varies widely from program to program. EOOS and Safety Monitor treat the same types of configuration changes, other than Mode/POS changes, with some slight variation. EOOS allows the user to select components out of service using simplified flow diagram (see below) as well as from list boxes, while Safety Monitor uses list boxes or file imports. Environmental changes are slightly different for each program, with the initial EOOS program using slide bars. With this option, the user selects low risk, high risk, or normal risk using a sliding scale for environmental variances such as severe weather. This sliding scale selection adds subjectivity to the selection of environmental conditions, and is being updated for future EOOS versions. Safety Monitor considered environmental effects as either in effect or not in effect. Safety Monitor includes Tests in their selection boxes, which allows the risk results to reflect risk increases from increased transient initiating event frequencies as a result of test performance. This affect can also be modelled in EOOS and ORAM-Sentinel, but is not provided as a separate selection for either. 

The use of simplified flow diagrams or mimics, available for ESSM and EOOS, has both advantages and disadvantages. The advantages include the ease by operations to be able to select components for maintenance or alignment (note: at present this is available for maintenance out of service only). Operators and support personnel are generally used to seeing mimic drawings, and can rapidly find components being affected by maintenance activities. The disadvantages include the difficulty in developing supporting drawings that show all components and subcomponents included in the PSA, and the time required to develop an maintain these drawings. For example, it may be difficult to find on a drawing one of two air supply valves for an emergency diesel or a single relay. Generally this combined use of mimic drawings and component lists is a positive attribute, but does require additional resources to develop and maintain. Most plants using EOOS do not generally use mimic drawings, due to the additional resources required.

There are other feature differences from program to program that affect the ease of use for inputting configuration changes. Generally, EOOS and Safety Monitor provide the easiest and most advanced programming for importing and inputting configuration changes. As discussed above, Safety Monitor is the only program that integrates both full power and shutdown modelling, which simplifies and integrates the overall risk management process.Accurate input of information on the extent of maintenance (i.e., which components are functionally unavailable due to the maintenance) can be facilitated by providing a “functional equipment groups” option in the Risk Monitor software. These groups can be accessed as a list of identifiers in pull down menus (typically requiring the groups to be pre-identified in the supporting data tables). Selection of the group identifier would cause the Risk Monitor to make all components in the group unavailable. The identifiers would typically be named using the plant terminology for particular maintenance activities. Available Risk Monitor programs handle Functional Equipment groups in a somewhat different manner, although the end result for all is that multiple components can be placed out of service with a single event name.

It is highly desirable that large maintenance schedules can be input directly from the plant computer. Such schedules may contain up to 5000 lines and would be difficult to input manually. During import, the code will internal identify those activities which impact the PSA model and reject those which have no impact. Some Risk Monitor programs may import and list all activities, even if they are not PSA affecting, although most programs either limit the import to either PSA affection or PSA and Maintenance Rule affecting. Importing of Maintenance Rule components which do not affect the PSA has no affect on the risk results, but can be used later for availability calculations in support of the Maintenance Rule.

It is common to import maintenance information using automatic file transfer, but require manual development of any additional plant changes, such as system alignments, Mode and POS changes or Environmental Factors. How these are handled depends on whether the real or schedule data is being analyzed and what plant processes are established. For example, a plant that doesn’t have an integrated schedule for switchyard maintenance may assume switchyard maintenance for all schedule analysis, and control switchyard access only when the risk results dictate. The same plant would then manually input switchyard maintenance, once switchyard logs are received. System alignments are more complicated, but are typically assumed for schedule development, but updated with actual system alignments from the control room logs, either automatically or manually. Assumed system alignments can be developed based on the type of maintenance scheduled during a week. If “A” train equipment is being worked on, then the assumed running train is “B” train. Not all Risk Monitor users develop system alignments as an option, so the assumed alignment is what ever is assumed in the base PSA model. Mode and POS changes are more easily scheduled since there are specific outage activities associated with Mode and POS changes (i.e., head detensioning for Mode 5 to Mode 6 mode change, draining activities for entry into mid-loop, etc.). However, some manual input of POS changes without specific schedule activities may be required for both real and schedule analysis.

Finally all input information should be summarised prior to performing the risk calculation. This permits its verification and so reduces the possibility of errors.

6.3.3 Capabilities for analysing retrospective operating histories

The code should also allow modifications to past plant configurations, possibly restricted to certain users, when anomalies are discovered. Not all Risk Monitor software supports separate historical risk data collection. ORAM-Sentinel and EOOS require historical data to be treated the same as schedule data, and editing of historical data is performed by an assigned individual. In this case, historical data would not generally be available to all users, without contacting the assigned individual. Users should also have the capability to input of hypothetical and future configurations to investigate risk profiles for planning or training purposes. These hypothetical calculations may be in the form of a single configuration analysis, or as a schedule analysis. This capability is shared by all major Risk Monitor software.

6.3.4 Treatment of dual-units

It is desirable for the software to provide features that ensure the consistency of unavailability information on components which are shared between different units, when the Risk Monitor is in use at both units. All the major Risk Monitor programs support multi-unit operation. However, only Safety Monitor will change the configuration times for multiple units for shared components, and recalculate the risk for both. ORAM-Sentinel requires the user to either re-load modified schedule data, or to modify the loaded schedule data for all units affected. 

6.3.5 Use of plant and PSA terminology

Both ORAM-Sentinel and Safety Monitor avoid the use of PSA terms for the selection and display of plant configuration changes. This has the advantage of making the programs and results easier to understand for non-PSA users, and results in a wider acceptance of the programs at the site. EOOS, on the other hand, primarily uses non-PSA terminology, but includes links to PSA modelling and tools, making it the more advanced PSA tool of the three. Direct linking of the risk results to the PSA make if easier to trace the results through the model, and to troubleshoot any questionable results. 

6.3.6 PSA model solution

ORAM-Sentinel is generally operated using pre-solution of PSA results, although it is possible to link the PSA solution to an external processor. EOOS can also be operated in pre-solution mode, although most users prefer to use EOOS with a direct link to the PSA. The advantage to pre-solution is that the results can be reviewed prior to displaying these results for planning and operations to use. The disadvantages are several. First, when model changes occur, the solution results need to be recalculated for hundreds or thousands of configurations. Second, ORAM-Sentinel models tend to ignore system alignments, environmental factors, and testing due to the required expansion of the pre-solved results. Adding even a single alignment doubles the number of pre-solutions, while adding 4 could increase the number of results by up to a factor of 16. Most Risk Monitors include 15-30 separate plant alignment selections. Third, it is common to encounter several “white” or unsolved conditions per week per plant during the planning process, requiring continued support by PSA personnel to update the results. Because of this, it would also be difficult to use ORAM-Sentinel results in the control room without having a simple and quick process for handling unsolved conditions. Generally, a real-time solution (re-solution) for each configuration is considered the better process for real-time risk monitoring.

6.3.7 Risk Monitor Output

The output interface consists of screens, graphs, pull-down lists and printed reports.  The minimum expected information would be a risk level in the form of coloured bar chart with change in colour at key indices (factor x base risk), and a plot of risk against time for various measures of risk.  Immediate display of other figures of merit such as ACT, the time and date the ACT is exceeded, integrated risk for selected time period, Safety Function Status, is highly desirable.

Presentation of risk profiles and cumulative risk

The Risk Profile is the most common quantitative risk result presented for a schedule of plant configuration changes. This graph is a simple graph of risk versus time, and is typically displayed on the main program screen, but can be a supporting screen as in the case of ORAM-Sentinel. For either historical or schedule data analysis, it is common to present this graph to management as an indication of when and where high risk configurations are occurring. It is also common to add information on high risk points of the schedule or history. Figure 6-1 provides an example Risk Profile for a quarterly historical risk report. This Risk Profile provides a significant amount of information, including the PSA average CDF, zero maintenance CDF, major contributors to the risk peaks, and the colour ranges for the risk categories. Management can use this Risk Profile to help determine future enhancements to plant operation and design that can reduce the overall plant risk.

Figure 6-3 provides an example for a cumulative risk plot for a 12 month plant history for two plants. Similar to the Risk Profile, since this is typically presented to management, this example has added text to show the significant events for the year, and a comparison of the actual versus predicted risk. As can be seen from the Figure, one of the two example units is above the predicted risk for the year, while the other unit is below the predicted. Even with a one unit plant, you would expect half the time to be above the predicted and half the time to be below the predicted.

The cumulative risk plot in Figure 6-3 was developed externally using ORAM-Sentinel output data. The process used is time consuming, and not supported directly by the program. Of the major Risk Monitor programs, only Safety Monitor provides a cumulative risk plot directly from the program. Similar to ORAM-Sentinel, adding text to the Safety Monitor cumulative risk plot is performed external to the program.

Similar types of results as shown in Figures 6-1 and 6-3 can also be developed for LERF or boiling risk.

Presentation of deterministic safety status

Historical or schedule information can also be presented in the form of a Safety Function Assessment or Plant Transient Assessment. Figure 6-2 provides an example of each of these types of deterministic assessments. The example provides analysis for a seven day schedule, and its effect on each Safety Function or Plant Transient Assessment Tree. Notice in this example, the PSA results are actually listed as on of the Safety Functions, even though the colour shown is the resulting colour from the CDF calculation shown on the PSA Risk Profile. In this example, the overall colour shown for part of the schedule is orange, while the PSA results show green quantitative risk. See Section 6.4 for further discussion on the Safety Function results.

Deterministic information is displayed in various ways for each of the Risk Monitor Programs. Figure 6-2 provides a sample of the ORAM-Sentinel Safety Function and Plant Transient Assessment displays. A similar display for EOOS is the System Status window, also called the Annunciator Panel on the EOOS Operator’s Screen. Safety Monitor is being revised in 2002 to include Safety Functions Assessment Trees (SFAT), similar to the ORAM-Sentinel display, but with improved graphics and windows interface. Each of the programs provides the ability to trace a deterministic result through the supporting logic diagrams, fault trees, etc. Tracing is either through supporting SFAT logic trees, or through supporting fault trees. This tracing can be somewhat confusing, and is made easier by summary operating status screens for a given time, which is provided in EOOS, ORAM-Sentinel and Safety Monitor.

Presentation and calculation of allowed configuration times

ACT or AOT displays are available in all of the major Risk Monitor programs, with the Safety Monitor displaying ACT on both the main screen and on displays for a single configuration summary. ACTs for schedule analysis in both EOOS and ORAM-Sentinel are more difficult to display. ORAM-Sentinel requires calculating the ACT externally. 

Both EOOS and Safety Monitor have multiple ways to calculate the ACT (see section 7.3.1). However, the ACT is recalculated for each configuration, and neither tool correctly determines the available remaining time based on the historical risk history. For example, if component A is taken out of service on Monday, an ACT may be calculated of 88 hours based on a 10-4 CDF risk. On Tuesday, component B may also be taken out of service, with a resultant 2x10-4 CDF risk, and an ACT of 44 hours. Both of these are based on a 10-6 ACT goal (e.g., (10-6/10-4)* 8760 hours per year = 88 hours). However, the Tuesday configuration should have accounted for the risk already accumulated on Monday, and set the Tuesday ACT at a shorter time. Assuming the first configuration was in place for 24 of the recommended 88 hours of the ACT, the second ACT should have been lowered by 27%. The calculation becomes even more confusing depending on which component is restored first, and what method is selected for revising the ACT upon restoration. At this point, there is no standard theoretical approach for determining the ACT for changing configurations. However, it is understood that the ACT should account for the cumulative risk for the component or configuration, and may account for the percentage of risk contributed for a single component. Some additional discussion is needed in this area.

As mentioned, none of the Risk Monitor programs calculate the time remaining for an ACT correctly, based on the “theoretical” method for establishing ACT goals. This requires Risk Monitor users to establish administrative procedures for handling ACTs while configurations are changing. Generally, an ACT is entered when a new risk colour is entered (i.e., orange or red). Additionally, the limiting ACT is used, unless restoration significantly increases the ACT. A more simplified approach is to have general ACT limits, such as limiting time in an orange configuration to 80 hours, and time in a red configuration to 8 hours. These are generally set based on the upper end of the risk colour, even though a red condition can be theoretically be much higher. Additional administrative controls can also be developed for the scheduling process. Some plants, for example, do not set controls on maintenance time if the cumulative risk for the week is less than the ACT goal (i.e., 10-6 CDF) or some percentage of the ACT. This can be looked at with either all components assumed in maintenance at the same time, or with more detailed scheduling using best estimate times. No matter how the ACT is accounted for or used, it is generally considered just a goal which helps assure the cumulative risk of operation for the year remains acceptable.

6.3.8 Other items

In addition to the above examples, the following should be available either on pull down lists or other screens:

· Plant configuration for any point on the risk profile and the time at which the configuration was entered. For risk results, the configuration is typically a list of all plant changes at that point in the risk graph. For Safety Functions results, the configuration is more typically derived from tracing the logic diagrams for an individual function to determine the plant configuration that caused the function status result.

· Ranking of important operable components, fractional contribution and criticality;

· Restoration advice; ranking of restoration of components by risk reduction (ideally this calculation is performed by re-quantification of the Risk Monitor model, setting unavailable component basic events to their nominal failure probability). It is possible to also provide qualitative restoration information, which provides the change in Safety Function Status if components are restored. However, this is not presently available in any of the Risk Monitors developed;

· AOT for a given component versus the calculated ACT;

· Maintenance Rule reports, such as summation of functional failures and availability of maintenance rule systems. Presently, only Safety Monitor provides this feature integrated into the program. Safety Monitor allows the user to develop goals for both functional failures and availability, and provide summary report for all or selected systems. Additional features for determining schedule impact on maintenance rule goals are also include in the Safety Monitor.

· Most of the above information for the schedule mode of operation.

In addition reports can be prepared for summaries of all the above information.

6.4 Use of Risk Monitor Outputs

This section addresses the uses to which the outputs generated by the Risk Monitor are put. Outputs can be used in the following ways:

· on-line (i.e., actions based on outputs are taken in real time),

· for maintenance planning,

· retrospective analysis of cumulative risk, safety function status, and the risk profile, including the feedback of lessons learnt into operational practice,

· use in risk awareness training for engineering staff and management.

On-line use tends to focus on the use of colour-coded risk levels and actions statements, which are described in the next section. Risk levels can be defined in terms of both quantitative criteria (CDF, LERF, etc) and qualitative, defence-in-depth, considerations. Since Risk Monitors are tending to provide both types of information, these are both discussed in 

6.4.1 Risk levels and action statements

One on-line use of Risk Monitor outputs is for the selection of actions to be taken when the quantitative or qualitative risk level, as measured by the Monitor, increases above a set level (i.e., into orange or red categories) or an AOT or ACT is likely to be exceeded. This corresponds to the risk management region given in section 11.3.7.3 of Reference [6] which requires that measures are taken to:

1. increase the awareness of the risk in the plant,

2. reduce the duration of the risk,

3. minimise the magnitude of the risk, and

4. set criteria for how long the risk can persist and how high the risk can be/ establish a threshold.

Action statements are typically defined according to the level of risk as measured by the risk monitor. The following regions of risk and action statements are typically defined:

Risk level and

Colour code *
Comments
Typical action statement

Normal risk (green)
Maintenance can be carried out normally. ACT unrestricted.
Proceed normally.

Moderate risk (yellow)
Maintenance tasks need to be carried out rapidly. ACT restricts maintenance tasks.
Include safety assessment insights in pre-shift meetings.

High risk (orange)
Maintenance tasks need to be carried out urgently, severe time restrictions are imposed and compensatory measures may be required. Short ACT.
Invoke contingency actions; hasten the restoration of risk significant equipment; notify plant management.

Unacceptable risk (red)
Immediate action is required to reduce risk. No planned outages allowed.
Notify plant management; suspend all new planned maintenance; invoke contingency actions; hasten the restoration of risk significant equipment

* Four levels of risk are shown in the table. Depending on the Risk Monitoring software used, there may be either four levels (as shown) or three. In the case of there being three levels, the two intermediate levels (yellow and orange) are combined.

The implementation of action statements may take advantage of the restoration advice (i.e., which components can most beneficially be returned to service) provided by the Risk Monitor. Restoration advice can also be used during the planning stage to determine maintenance activities which can potentially be moved to lower the risk, or activities to compensate for the risk increase.

6.4.2 Use of quantitative risk criteria

As discussed in section 7, operational safety criteria are typically defined in terms of quantitative risk levels that delimit the boundaries between the different coloured regions described above.  Section 7 also provides examples of how the different regions and the actions to be taken have been defined at different plants. An example of a quantitative risk profile is provided in Figure 6-1. It can be seen that the example plant would have entered into contingency plans from an orange condition three times during the risk quarter.

Note that during an outage, a high risk (orange) condition can be entered without significant maintenance activities, based purely on an operational risk for the configuration (i.e., Hot Midloop). In this case, the plant response would be to limit any maintenance activities, and limit the time in the configuration to the shortest possible time to complete activities.

Generally, the quantitative set points for the risk categories (yellow, orange, red) are established for full power based on a reference risk value (see Chapter 7). For example, yellow and orange may be established at 2 and 10 times the zero maintenance CDF or LERF, and red may be set based on the NEI maintenance rule guidance of 10-3 CDF (10-4 LERF). The reference risk level can be the zero maintenance or the PSA average value for CDF or LERF. 

However, for shutdown, there is generally no reference risk level, since both the zero maintenance and average maintenance risk levels vary considerably from POS to POS. Figure 6-4 provides an example risk profile for an outage. This risk profile shows a 37 day outage, with an average CDF risk of 1.8x10-9 per hour CDF and a cumulative risk of 1.5x10-6 CD. Typical full power guidelines for establishing the risk colour ranges or even an ACT set point can not be followed for this outage, since there is no single baseline risk. In fact, even using the average risk level can cause problems since a shorter outage would generally have a similar cumulative risk, but a higher average risk. What is typically established are colour set points based mostly on full power set points, with some adjustments based on the expected risk for the outage. For example the red set point may be the same for full power and shutdown, while the orange for shutdown may be slightly higher due to the generally higher risk early in the outage, even with no components in maintenance. These colour set points should be established so that risk management actions for a heightened risk colour are used mainly when they can provide risk benefit. For example, having an outage colour of orange for half of the 37 day outage would reduce the effectiveness of the developed risk management actions. It would be preferable to have heightened awareness for the 2-3 days of highest risk for the outage. In Figure 6-4, this would include the initial loops not filled condition and the hot and cold mid-loops. However, a small change in the orange set point may result in all of the above average risk configurations providing an orange risk indication. On the other hand, a small change upward would result in no shutdown configurations showing orange condition. For these reasons, significant effort has to be put into the establishment of the colour set points.

6.4.3 Use of qualitative risk measures

Most of the risk monitors used today either provide or are planning to provide a mix of qualitative and quantitative risk measures. These qualitative (or deterministic) criteria often focus on individual functions, defining risk levels in terms of the defence-in-depth status of the function. Thus, it is possible for a high risk condition to be entered for one function (e.g., Instrument Air, High Pressure Injection, etc.). In this case, plant response and procedures may be limited to activities affecting the function. For example, if an orange condition were entered on an instrument air system, this would require compensatory measures on this system, but may not limit maintenance activities on other systems such as injection.

Qualitative risk measures can be established for both full power and shutdown operations. Figure 6-2 gives an example of full power qualitative risk measure results for an analyzed work week. For shutdown, this “blended approach” is motivated mainly by the development of the NEI shutdown risk management guidelines [NUMARC 91-06], which focuses on DID and qualitative assessment of shutdown risk. Full power blended approaches have developed from this guidance, and are supported by the NEI Maintenance rule guidance [NUMARC 93-01, Section 11, 2000 version] and risk-informed application guidance such as REG. Guide 1.174. The use of deterministic criteria is somewhat equivalent to the DID review of the Reg. Guide, and is considered more robust than simply managing risk using quantitative results.

For shutdown, the qualitative risk measures are typically in the form of Key Safety Functions (KSFs) as defined by NUMARC 91-06. A list of typical KSFs includes:

· Decay Heat Removal,

· Inventory Control,

· Reactivity Control,

· Containment Control,

· Electric Power,

· Spent Fuel Pool Cooling.

For shutdown, the risk is typically measured by the level of DID for the KSF. Qualitative risk is then communicated by an associated colour for each KSF. Using a four colour scheme the following measures might be developed:

· Green Category - full KSF DID is indicated,

· Yellow Category - slightly degraded KSF DID,

· Orange Category - degraded KSF DID,

· Red Category - unacceptable KSF DID.

Since the DID concept is subjective in nature, and the associated risk categories are qualitative, it is typical to have plant specific definitions for the qualitative risk measures for each KSF. In this respect, it can mean different plants are managing risk differently using qualitative risk measures. It is also difficult to associate a qualitative risk result and associated colour with a quantitative risk result. Some attempts have been made to risk-inform shutdown KSFs, so that the resulting colour indicates approximately the same risk as a quantitative assessment. However, accurate results are not always possible for all configurations. The main problems with risk-informing the KSFs are the interdependencies between the KSFs, and the dominance of risk for much of an outage on operator errors. The risk-informing effort does however result in a more consistent result from plant to plant, and removes some of the subjective development of qualitative risk measures.

For full power, Safety Functions are typically developed for front-line system DID (See Figure 6-2). For example, the following Safety Functions can be developed for a PWR:

· Emergency Core Cooling,

· AC Power Availability,

· DC Power Availability,

· Cooling Water,

· Reactivity Control and Boration,

· RCS Integrity,

· Secondary Side Heat Removal,

· Instrument Air,

· Containment Isolation and Pressure Control.

Additional deterministic risk measures can be established. For example, Plant Transient Status measures can be developed to determine the relative DID for responding to a particular plant transient (See Figure 6-2). For example, Plant Transient Status logic can be developed for:

· General Transients,

· Loss of Offsite Power,

· Loss of Feedwater/Condensate,

· Loss of Cooling Water,

· Large LOCA,

· Small LOCA,

· Anticipated Transient Without Scram.

As with the shutdown qualitative risk measures, the power operation Safety Functions and Plant Transient Status can be subjective, and be developed differently from site to site. For example, two plants with three air compressors may give a different colour result for one compressor out of service. Plant design differences could also result in risk colour differences. A plant with four air compressors may have a different colour scale than a plant with three compressors.

6.4.4 Discussion

With a blended approach using both quantitative and qualitative risk information, it is easily possible to have an orange or red qualitative risk with a quantitative risk result indicating green/low risk. Arguments can be made on both the positive and negative side of this result. On the positive side, qualitative risk measures provide additional risk insights and controls above controlling risk to just CDF and LERF. It also removes some of the concerns with uncertainty of CDF and LERF results, since qualitative risk measures typically show elevated risk before the quantitative results. On the negative side, plants tend to treat all indicated high risk the same, and become desensitized to elevated risk entries. If the plant has frequent entries into high indicated risk for an unimportant system such as instrument air, then an indicated high CDF risk may be treated without the urgency that it requires. Weighing the positives and negatives, much of the US industry prefers to go in this direction, and it should be expected that the blended approach will continue to be used by a majority of US plants. This is particularly true for shutdown risk management, where the blended approach (or even entirely qualitative) is more commonly used for plant configuration and configuration control.

It has been seen that plants adopting a pro-active on-line approach to risk management have achieved greater risk reductions, as measured by the Monitors, than plants that have taken the offline approach. This is because, when the Monitors are used on-line, they can be used to prevent risk peaks occurring, whereas retrospective use can only prevent them from re-occurring.

6.5 Control of changes to the Risk Monitor PSA model

This section describes how changes to the Risk Monitor PSA models should be controlled. It does not cover control of inputting configuration information to the Monitor, which is addressed in 6.2 (interfacing with the Risk Monitor) and 6.3 (software interface design). Nevertheless, some of the principles described in 6.3 are applicable to this section, in particular the concept of a privileged user, often called the administrator, which is implemented in good Risk Monitor software packages. In these packages, ordinary users cannot change the underlying Risk Monitor models or other items such as the parameters used to control the model quantification, the mapping between basic events and components, or the operational safety criteria used to distinguish between green/yellow/orange/red risk regions.

Minor changes to the Risk Monitor model which the administrator may have to make could include changes to:

· the data used for initiating event frequencies and basic event probabilities,

· the cut-off values used in the solution of the Risk Monitor PSA model,

· the mapping of components in the plant to basic events in the Risk Monitor PSA model, and

· the Operational Safety Criteria used to distinguish between regions of low/ moderate/ high/ unacceptable risk (see section 7),

· the criteria used in the calculation of Allowed Configuration Times (see section 8).

Procedures need to be provided for making the above alterations.

Major changes to the basic PSA model, and a subsequent need to propagate these changes into the Risk Monitor, may be required to take account of:

· modifications to the design or operation of the plant,

· changes to the success criteria used in the PSA based on new thermal-hydraulic analysis,

· improvements in PSA methods and models, and
· changes suggested by the use of the Risk Monitor to ensure that the basic PSA gives a more accurate model of the plant design and operation – for example, the removal of conservatisms, modelling of additional system alignments and development of initiating event fault trees, where there is a need for the Monitor to be able to take account of specific impacts on initiating event frequencies.

These changes require more careful management since they involve changes to the event tree/ fault tree model in the basic PSA. The process normally adopted is to make the changes to the basic PSA and then use this to update the Risk Monitor. The overall aim should be to keep the Risk Monitor PSA consistent with the basic PSA. Ideally, the PSA model supporting the Risk Monitor would be a living PSA which is kept updated. Furthermore, in order for the users to have confidence in the model accuracy it is good practice for any plant design changes incorporated in an outage to be incorporated in the plant PSA and Risk Monitor PSA during the outage so that the model reflects current plant design.

Experience in member countries indicates that a typical practice is to update the PSA model in the Risk monitor when major changes are made to the basic PSA – that is, when the changes are significant enough to justify the upgrade costs. The typical period at which this is done is annually/ once per refuelling cycle, but can be as long as every other cycle. Generally, this is done by the same group or organisation that produced the Risk Monitor using the same process.

Furthermore, it is important that the changes to the PSA model incorporated into the Risk Monitor are carried out in a way that ensures that the integrity of the Risk Monitor is high. This requires that a Quality Assurance process is in place to ensure that changes are made accurately and this was indeed the case for all the plants included in the survey. The Quality Assurance process generally includes a peer review and verification that the results from the Risk Monitor are in line with those of the basic PSA.

For one plant (Laguna Verde), updating is subjected to an utility internal peer review and QA process to assure that all the plant modifications have been considered, along with a detailed review by the Mexican regulatory agency. Once this updating process is finished the basic PSA will accurately represent the plant design accurately, operation and maintenance. Since the Risk Monitor is based on the basic PSA model, the Risk Monitor will have to be updated consistent with the current PSA model. The Risk Monitor updating is also subjected to a internal peer review, and a review and verification by the regulatory agency.

For one plant (Paks), the existing PSA studies have been updated using a systematic procedure within the framework of the basic PSA program. This procedure involves:

· reviewing the plant modifications after annual refuelling (compiling a log book of changes),

· updating the input data files of the PSA model,

· performing the whole event tree/ fault tree based probabilistic analysis, and

· updating the complete PSA documentation.

The first two of these tasks are performed by active participation of the plant personnel using the technical documents of the modifications. The Living PSA archives include both hard copy volumes and electronic versions of the documents.

For the plants in the UK (Heysham 2 and Torness), changes to the Risk Monitors are currently controlled through informal linkage with the PSA. A Living PSA is currently being introduced at both stations and appropriate linkage will be maintained with the Living PSA through a formal updating process.  In the meantime, the present versions of ESSM and LINKITT have been shown to be ‘fit for purpose’ for plant outage management from comparisons against the most recent PSA update (1999).

For one plant (San Onofre), the process for change includes a PSA change procedure requiring independent verification, and management approval.  Changes are tracked electronically, and model change/results verification is performed for more complex changes.  A peer and expert panel review are also conducted for complex changes.   Where changes are made, but documentation issues are not complete prior to model changes, an open punchlist item is generated to track future model enhancement needs. The PSA is changed on a frequent basis – on average 1-2 changes per week.

In addition to the above procedural requirements, regular model verifications are performed.  Controls to the model files are performed administratively.  Model changes are made on copies of the model files, with the controlled files not updates until the model changes and verification is complete.

For the three Duke Power Plants which use ORAM-Sentinel, the process for change is much more deliberate. Since ORAM-Sentinel uses pre-solved results for the quantitative risk measures, these results are only updated when the PSA is updated, or about every 2-3 years. PSA model changes are tracked using a PSA change process, and the entire PSA is changed at one time. Revision to the PSA model results in re-issuing of all supporting documentation including system notebooks and the summary risk report. Once the PSA is updated, the ORAM-Sentinel supporting analysis is re-performed, as is the Maintenance Rule calculations determining High Safety Significance components and systems. When a configuration is planned that was not previously solved using the PSA solution, this is updated within a day or two. Non-quantitative models in ORAM-Sentinel can be updated on an as needed basis, and are typically updated every several months.

6.6 Training requirements

The training requirements vary according to the plant personnel involvement with the RM.  The levels of involvement are:

· On-line users in the operations and maintenance department who will make changes to the plant configuration and use the RM to input maintenance and test schedules.

· Maintenance planners.

· Off-line users who may wish to extract information for reports on various figures of merit and other licensing uses.

· All plant management and key personnel not in the first three groups.

· Personnel responsible for model development and installation in the Risk Monitor.  This will include all PSA staff and any other who will be directly involved in the model maintenance.

In addition to the training discussed in the following sections, personnel using or maintaining a Risk Monitor would require update training when there are significant software or model changes. Software changes for the major Risk Monitor programs occur yearly, although major changes are limited to every 2-3 years.

6.6.1 On-Line Users

Training is given to all personnel who will be inputting plant configuration information and maintenance/test activities or maintenance schedules.  This would normally be a minimum of two days, but could be up-to one week if a thorough exercise of all the RM options and usage was required in which case it would be combined with training for off-line users.

6.6.2 Maintenance planners

Training is given to all personnel who will be analyzing full power and outage maintenance schedules.  This would normally be a minimum of one day, but could be up-to one week if a thorough exercise of all the RM options and usage was required in which case it would be combined with training for on-line users. Specialized training may be required for Risk Monitor use during an outage, due to the complexity of scheduling and analyzing the thousands of maintenance activities during the outage.

6.6.3 Off-line users

In addition to the straightforward out put of the risk indicators (core damage frequency, large early release frequency etc) there is a wide variety of other potential uses of the RM examples of which are:

· calculation of Plant Safety Indicators for systems and components,

· Operational Event analysis for events which have occurred at the plant or similar plants,

· PSA applications in which rapid solution time is required and individual sequence information is not important such as allowed outage time evaluation,

· risk informed quality assurance evaluation.

There is normally a one day training course in how to query the RM for all the information relating to risk stored in the monitor and prepare the necessary reports. However if it is necessary to carry out examples of usage the training would be extended up to several days. Some PSA training may be required to get an understanding of the basic PSA concepts, if the users have not already seen this in other applications.

6.6.4 Management and Key Personnel

The training can range from 1 hour to half a day.  The aim is to give a clear picture of what the RM can do in terms of potential usage and applications in the regulatory and licensing environment.  Such training is considered an integral part of developing the safety culture at the plant. Additionally, the first few times management sees output from the Risk Monitor, some time should be taken to ensure management can read and understand the output reports.

6.6.5 Model Development and Installation

The level of training given will depend on the group responsible for the long term maintenance of the model, and what Risk Monitor Software is used. Maintenance of the model may be performed by a group at the utility or may be a contractor. If the model development and installation is performed by qualified PSA personnel, then this would include training on:

· model development or conversion,

· development and maintenance of support data,

· running the Risk Monitor, and

· maintaining and updating the model.

This training can be completed in 1-2 weeks, and would require additional hands on experience and technology transfer over a 6 month period (or more). If the model development and maintenance is performed using non-PSA personnel, additional up front PSA training is needed, and the expected technology transfer time would be longer.

6.7 Other applications

Risk Monitors may also be used by the Technical Staff of NPPs as a convenient PSA tool. In such applications, the Technical Staff use the Monitor because of its ease of use and rapid quantification capability or because plant terminology may be preferred to PSA terminology. The Monitors are particularly useful for PSA applications which involve analyses where the principal model changes are to component availabilities. One application where the Monitors have been found to be particularly useful is the analysis of the risk of a particular plant condition which has caused concern to the regulator.
Typically, Technical Staff can do more varied types of analyses on a rapid basis, supporting urgent plant needs, if the Risk Monitor model is used.  While the speed with which “traditional” PSA calculations can be performed has been improved, PSA staff still finds that a Risk Monitor allows them to most rapidly evaluate day-to-day plant conditions. Many of the plants have noted that, using the Risk Monitor, their Technical Staff can do their work more easily and can be more responsive to plant needs. For applications which are not related to plant configuration issues, advantages have also been seen since use of the Risk Monitor model allows a larger number of analyses to be performed in support of the application.

Furthermore, many plants have discovered that the process of implementing a Risk Monitor has resulted in further enhancements being made to the model. For example, modelling of alternative system alignments and operating conditions are necessary to support accurate modelling of day-to-day plant maintenance activities and operating configuration. The development and testing activities performed during Risk Monitor implementation also frequently identify subtle errors in the PSA that were not obvious through a more traditional review. Typically, these enhancements and error corrections require only a modest effort to implement, but result in an even more capable model that can be used for a variety of purposes. Thus, the implementation of a Risk Monitor can lead to an improved basic PSA model.

One of the interesting aspects for using a Risk Monitor is the ability to run a PSA model change for a variety of plant configurations. For example, if a plant wants to extend a test or inspection frequency for a component or set of components, a traditional analysis would include the expected CDF and LERF change for an average PSA model. This change in risk is then compared to risk acceptance criteria to determine if it acceptable. An alternative using a Risk Monitor model is to rerun known plant configurations (for example, for 6 months of historical data), and to review not only the cumulative risk increase, but also the risk peaks for the risk profile. If both the cumulative risk increase is low and the risk increase for the major peaks is low, this provides more confidence the change is acceptable. This type of analysis was performed for the San Onofre Risk-Informed IST submittal, which was the second application of the Risk-Informed IST method in the US. One of the powerful aspects of this type of application was that it only required a few hours of analysis time, since the calculations were performed rapidly and automatically using the Risk Monitor. 

Risk Monitors are one of the primary tools for managing risk during maintenance covered by Risk-Informed Technical Specifications (RITS). Initial implementation of RITS required the development and use of a Configuration Risk Management Plan (CRMP) implemented when the TS was entered. Eventually, plants have replaced the CRMP with enhanced maintenance rule programs, which typically include the use of a Risk Monitor program. The Risk Monitor can also be used to track cumulative risk increase for multiple Risk-Informed plant changes, including RITS. Monitoring cumulative risk changes from multiple plant changes is one of the areas for concern by the US NRC, and use of a Risk Monitor helps provide assurance that this risk increase is not occurring. Additional controls and analysis are required for RITS for both CRMP and cumulative risk tracking that are not presently covered by Risk Monitor software, such as specific plant controls when a TS is entered.

6.8 Procedures

Once the Risk Monitor is implemented at the plant, its use and maintenance will be supported by a series of procedures. Other than the PSA and model maintenance procedures (see below), use of a Risk Monitor can be incorporated into the existing procedures.

Maintenance planning and Outage planning procedures can be modified to include steps for use of risk monitor outputs in schedule development and change. Typically this includes attaching Risk Monitor output to the schedule package sent to management for approval. Detailed workplace procedures may be useful in documenting analysis steps performed by planners. These details may include location of supporting files and programs, assumptions to be made on alignments and environmental factors, where to store output files, what reports to provide to management and when to call the Risk Monitor support personnel for help. Maintenance planning procedures should also include guidance on when and how to develop risk management plans for planned elevated risk levels.

Separate procedures are typically developed for Risk Monitor analysis in supporting outage risk management. Outage schedules are much more complicated than full power schedules, and analysis is typically performed by separate personnel. It is common to use Risk Monitor analysis and results at a review level during an outage, and to use deterministic Defense-in-Depth sheets as the Risk Management tool for controlling and assessing risk. This is mainly due to the inability to get accurate and up to date information on equipment status due to the delay in closing paperwork on maintenance activities. Frequency of use and how results are used for the outage should be specified in a separate outage planning procedure. 

Maintenance Rule Procedures should include high level requirements for use of a Risk Monitor when the Risk Monitor is the committed method for meeting the regulatory requirements. Separate guidelines are typically developed for use of the PSA and Risk Monitor Results for determining high safety significant components, and for use of the Risk Monitor for meeting the Risk Management requirements. The maintenance rule procedures would then identify other procedures, such as the maintenance planning and PSA procedures that actually implement the high level requirements.

Operations personnel using the Risk Monitor for day-to-day use should develop procedures for performing these activities. This should include identifying how often the Risk Monitor analysis should be performed, and how the analysis should be documented. Most plants have attempted to keep this activity as simple as possible in order to minimize the impact on operations staff who control the operation of the plant. A typical requirement is for a once a shift input of the present plant configuration, with a single entry into the control room logs. Additionally, if no plant changes have occurred, a simple review of the previous shift status with the present shift status may be sufficient. If ACTs/AOTs developed by the Risk Monitor are used for risk management, operations should be provided guidance on the required steps to follow for elevated risk levels.

If the Risk Monitor output is to be compared with set management goals and expectations, then developing and measuring these expectations can be incorporated into existing management expectation procedures. Some guidance on assuring accurate results would be required. For example, if a goal is established to control cumulative risk for the year below the estimated PSA average, then the management expectations procedures should include who will develop the PSA average value and the cumulative for the year, and when this goal should be measured.

New supporting procedures are required for maintenance and control of the Risk Monitor. This is typically established for the PSA personnel, but may require new procedures for support personnel not in the PSA group. PSA procedures would include details about how and when to update the Risk Monitor models, documentation and review requirements, and other typical engineering procedure steps. Control of computer files and verification and validation steps required when model or software changes occur should also be specified. It is common to develop these procedures following a trial use (e.g., 6 months to a year) of a Risk Monitor, so that the most efficient methods can be worked out prior to developing any requirements.

Simple user guidelines are useful to help a typical user not covered by other procedures above. This can be an informal procedure, and is typically 1-2 pages for simplicity. These guidelines would guide new users through the basic uses of the Risk Monitor, and who to call for additional questions.

Figure 6-1:  Example Risk Profile
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Figure 6-2:  Example Safety Function Assessment and Plant Transient Assessment For a One Week Schedule Analysis
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Figure 6-3:  Example Cumulative Risk Plot for Management Presentation, Two Unit Plant
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Figure 6-4:  Example Risk Profile for PWR Refuelling Outage
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7. operational safety criteria and ALLOWED CONFIGURATION TIMES

7.1 Introduction

Currently available Risk Monitor products all provide estimates of the Core Damage Frequency (CDF). In most cases they also provide estimates of the Large Early Release Frequency (LERF), the frequency of boiling during shutdown modes, and deterministic criteria. Deterministic criteria can include system functions at normal power operations and shutdown safety functions at shutdown. A risk level/colour can be entered when either the calculated risk level goes above set criteria, or when deterministic criteria are exceeded. These calculations are carried out for the actual or planned configuration of the plant.

As discussed in section 6, presentation of the risk level (based on CDF, LERF, boiling and deterministic) is typically in a graphical form which distinguishes between defined regions of risk, using a colour coded bar, chart or graph for an clear visual display, as follows
:

· normal risk (green) where maintenance can be carried out normally with no restrictions,

· moderate risk (yellow) where maintenance tasks need to be completed quickly and time restrictions may be imposed,

· high risk (orange) where maintenance tasks need to be completed urgently, time restrictions are imposed and compensatory measures may be required (for example, bringing in a mobile diesel generator), and

· unacceptable risk (red) where immediate action is required to reduce the risk and, if this occurs during power operation, reactor shutdown might be required.

All the Nuclear Power Plant operators who use Risk Monitors during plant operation have defined Operational Safety Criteria which define the boundaries between the risk bands identified above. Different Operational Safety Criteria need to be specified for the various risk measures (Core Damage Frequency, Large Early Release Frequency, Boiling Frequency and deterministic criteria) and for the mode of operation of the plant (full power operation and the various shutdown modes).

Section 7.2 provides a summary of operational safety criteria defined at the plants surveyed. Section 7.3 discusses the calculation of allowed outage times.

7.2 Operational Safety Criteria for full power operation

The Operational Safety Criteria are specified either in terms of absolute risk levels, or multipliers on the baseline risk. These two possibilities are discussed in the following sub-sections, with the use of absolute risk levels being discussed first. Table 7-1 summarises the operational safety criteria defined at the different plants discussed, including both the use of absolute and relative criteria.

7.2.1 Operational Safety Criteria for full power operation defined in terms of absolute risk levels

The Nuclear Power Plants discussed in this section define operational safety criteria in terms of absolute risk values.

Almaraz NPP uses a four risk band scheme. In addition to the criteria shown in table 7-1 for Almaraz, it is recommended that the Core Damage Frequency caused by a given abnormal plant situation (risk higher than the average plant risk situation) does not exceed 10-6 per year.
Bohunice NPP uses a four risk band scheme. The basis for the bands shown in table 7-1 for Bohunice is as follows. The boundary between the regions of low risk and moderate risk is set at twice the annual average CDF. The boundary between the regions of high risk and unacceptable risk is set at 10-3 per year. The boundary between the regions of moderate risk and high risk is set half way between the annual average risk (1.03x10-4 per year) and the unacceptable risk level (10-3 per year).

Borssele NPP uses a three band scheme. For power operation, targets have only been set on the cumulative increase which is used as a performance indicator. Two limits are applies: a limit of two percent per year for the increase due to planned component unavailabilities and a limit of five percent per year for the total increase. For the refuelling outage the aim is to stay below 10-4 per year for all conditions.

Cofrentes NPP uses a four band scheme. The risk criteria shown for Cofrentes in table 7-1 are based on References [4] and [6] as follows. Thus, the point in time risk should not be greater than 10-3 per year at any time and the Core Damage Frequency increase during a given abnormal configuration maintained below 10-6 per year. Furthermore, the annual Core Damage Frequency is monitored in order to avoid an increase greater than 10-6 per year.

Dukovany NPP uses a four band scheme. The criteria shown for Dukovany NPP in table 7-1 are those used in the current version of the Risk Monitor and are based on judgement. In the longer term, it is intended to review these, taking account of the risk profile obtained for the previous year. Currently a fixed safety limit probability of 5x10-7 is used for calculating allowed configuration times.

San Onofre NPP uses a four band scheme. Separate criteria are defined for Core Damage Frequency (for power operation and shutdown), Large Early Release Frequency (for power operation), and boiling frequency (for shutdown). The plant recommended Allowed Configuration Time (ACT) is based on the lower of either: 1) the ACT based on an increment in the Core Damage Probability of 10-6 or 2) the ACT based on an increment in the Large Early Release Frequency of 10-7. Actions are defined corresponding to the various risk levels. For all levels the Allowed Configuration Time should not be exceeded. However, the ACT may be extended up to a factor of 10 if Risk Management Actions are implemented and STS/PRA Group performs specific evaluation of configuration to consider non-quantifiable risk factors. For normal and moderate risk levels, no actions are required if the ACT is not exceeded. At the caution level, which is established to provide margin, administratively controlled (voluntary) actions are implemented and Risk Management Actions are evaluated. At the high level, the required actions are as in section 11 of Reference [4].

Sta. Ma de Garona NPP uses a four band scheme. Operation is allowed in the low risk band without restrictions. Operation in the moderate risk band is allowed but is time limited. Operation in the high risk band is only allowed for very short periods and compensatory measures should be established. Operation in the unacceptable band is not allowed without prior consultation with PSA experts about the Risk Monitor results.

Temelin NPP uses a three band scheme. The risk criteria are determined administratively, however no guidelines or procedures to determine these values are currently available.

Catawba, McGuire and Oconee NPPs, all operated by Duke Power Company, use a four risk band scheme for both qualitative and quantitative risk measures. For power operations, the quantitative moderate risk level is set at two times the base (no maintenance) CDF for each plant. This results in criteria of 7.1x10-5 per year for Catawba, 7.8x10-5 per year for McGuire, and 8.1x10-5 per year for Oconee. The high and unacceptable risk levels are identical set criteria for all plants, and set to 2.5x10-4 per year and 1x10-3 per year respectively. With this scheme, when the PRA is revised, the moderate risk level criteria are revised. However, the high and unacceptable risk levels remain the same. The original scheme used for the criteria was a set multiplier for each colour (2, 5, and 20). However, the original scheme was revised following a revision to one of the plant's PSAs, where the overall risk decreased, but the risk result for having an emergency diesel generator went from a moderate risk category to a high risk category. Given that the risk increase for the diesel remained the same following the PSA revision, but represented a larger percentage of the overall risk, it was difficult to justify to the plant staff that a plant risk decrease results in a higher category to a component not affected by the change.

7.2.2 Operational Safety Criteria for full power operation defined in terms of multipliers on the baseline risk

The Nuclear Power Plants discussed in this section define operational safety criteria in terms of absolute risk values.

Heysham 2 NPP uses a three band scheme. When the Core Damage Frequency is in the moderate/ high band, the Allowed Configuration Time is 36 hours.

Laguna Verde NPP uses a four band scheme. Table 7-1 shows two sets of criteria for Laguna Verde; one set has been proposed by the utility and the other by the Mexican regulatory agency. The set that is actually used in the Risk Monitor is the one proposed by the regulatory agency. The risk level associated with a particular plant configuration is viewed as just an indication of the risk increase. Thus, even if the risk calculation indicates that the risk associated falls in the unacceptable risk region, it is not mandatory to shutdown the plant. Configurations are controlled and allowed by the Technical Specification. The utility is only requested to take the necessary steps to get away from the unacceptable risk region as soon as possible.

Torness NPP uses a three band scheme. For the low risk band of table 7-1 (which corresponds to normal maintenance) a risk increase of up to a factor of 10 is allowed and the ‘predetermined plant configurations’ which are included in the Risk Monitor (LINKITT) are consistent with this. Normal maintenance is permitted for 30 days. The Risk monitor is only run in ‘real time’ for non-predetermined configurations which could lead to a Core Damage Frequency in the moderate/high risk band which corresponds to urgent maintenance which is permitted for 72 hours. A risk increase of greater than 100 is not permitted.

In addition to the plants mentioned above, for the plants in China, the intention is to define risk levels based on References [9] and [10]. For example, the incremental conditional Core Damage Frequency should be less than 5x10-7 per year. However, it is necessary to discuss the criteria with the authority and get its approval before they can be put into use.

7.2.3 Comparison of the approach used to define Operational Safety Criteria

The approach used by the utilities to define the Operational Safety Criteria is either to specify absolute risk levels or multipliers on the baseline risk. These two approaches are viewed as having relative strengths and weaknesses as follows:

Approach
Strengths
Weaknesses

Definition of Operational Safety Criteria in terms of absolute risk levels
Differentiates between plants with different baseline risks and so gives lower headroom
 to plants with a higher baseline risk.

There is a broad consensus that 10-3  per year is the level at which Core Damage Frequency is unacceptably high.
The risk levels that need to be defined depend on the scope of the PSA, e.g., the range of internal initiators, internal hazards and external hazards that have been included. This also implies that it may be necessary to change numerical values when the scope of the PSA is changed.

Different criteria may need to be defined for the full power and shutdown modes of operation.

Definition of Operational Safety Criteria in terms of multiples on the baseline risk
Easy to apply.

Same multipliers could be applied to both full power and shutdown modes of operation.
Gives the same headroom for all plants irrespective of the baseline risk. Hence, it does lead to more restrictions on maintenance for plants with a high baseline risk.

It is difficult to justify the numerical values of the multipliers.

7.2.4 Comparison of the numerical values used for Operational Safety Criteria

This sub-section highlights similarities and differences between the different applications described in section 7.2.3.

The boundary between the regions of low and moderate risk has typically been set at about the level of the average Core Damage Frequency calculated in the PSA when maintenance outages have been taken into account. This is consistent with the aim of the plant operators who are trying to keep the plant risk down to a low level which is below the average risk calculated in the basic PSA. Hence the operators are interested in knowing when the risk is above this level and set the boundary accordingly.
There is a broad consensus that the boundary between the regions of high and unacceptable risk should be set at 10-3 per year for Core Damage Frequency. This is based on the guidance given in section 11 of Reference [6] which has been endorsed in an official letter of agreement from NRC.

The boundary between the regions of moderate and high risk is typically set in the range 10-4 to 10-5 per year for the Core Damage Frequency. However, there is no agreed basis for setting the numerical value. This region corresponds to the risk management region given in section 11.3.7.3 of Reference [6] which requires that measures are taken to:

i) increase the awareness of the risk in the plant,

ii) reduce the duration of the risk,

iii) minimise the magnitude of the risk, and

iv) set criteria for how long the risk can persist and how high the risk can be/ establish a threshold.

This general guidance is entered if the level of risk is high, or the duration of the configuration is likely to exceed the Allowed Configuration Time.

Based on the above, the following Operational Safety Criteria (shown as absolute values of the Core Damage Frequency and as equivalent multipliers of the Core Damage Frequency) can be viewed as typical:



CDF (per year)
Equivalent multiplier


unacceptable risk


-------------------------
10-3
10-3/ baseline risk


high risk


-------------------------
intermediate value
intermediate value


moderate risk


-------------------------
average risk
average risk/ baseline risk


low risk

7.3 Allowed Configuration Times

For most of the plants included in the survey, the Risk Monitor provides a calculation of the Allowed Configuration Time for the current plant configuration. This can be done in a number of ways depending on the Risk Monitor software used.

The following sub-sections provide a summary of the methods identified for the calculation of ACTs, followed by a discussion and conclusions on these methods.

7.3.1 Methods used for the calculation of the Allowed Configuration Time

The Allowed Configuration Time is usually calculated by limiting the incremental Core Damage Frequency
 to less than 10-6 or the incremental Large Early Release Frequency to 10-7. For some plants, the calculation is done using the change in the Core Damage/ Large Early Release Frequency:

(CDFconfig x ACTconfig < CDPlimit
{1}

(LERFconfig x ACTconfig < LERFlimit
{2}


where (CDFconfig and (LERFconfig are the differences between the values of CDF and LERF in the configuration and the baseline values of these two quantities. Some plants perform the calculation in a slightly different way, using the absolute value of the Core Damage/ Large Early Release Frequency:

CDFconfig x ACTconfig < CDPlimit
{3}
LERFconfig x ACTconfig < LERFlimit
{4}

The CDPlimit is defined as 10-6 for some plants and 5x10-7 for others. The LERFlimit is defined as 10-7.

Where the Risk Monitor includes both Core Damage Frequency and Large Early Release Frequency, the Allowed Configuration Time used is the shorter one.

In addition to {1} and {3} above, the EOOS software has three other formulas for calculating the Allowed Configuration Time as follows:


1]
ACT not calculated


2]
ACT = Risk Limit/ Risk


3]
ACT = 1/ ((Your number) * (Risk/ Baseline Risk))


4]
ACT = 1/ (Your number)(Risk/ Baseline Risk)

5]
ACT = 1/ (Risk/ Baseline Risk)Your number 


6]
ACT = (Your number)/ (Risk - Baseline Risk)


7]
Write your own equation using (Risk) and (Baseline Risk)

For one plant (Bohunice), Option 7] has been used where the calculation of the Allowed Configuration Time takes into consideration both the full power outage risk and the shutdown risk. For full power operation, the requirement if that:

(CDFconfig x ACTconfig
<
CDPSDconfig

<
CDFSDconfig x TSD
{5}

where:
CDPSDconfig 
is the Core Damage Probability for manual shutdown of the reactor in the given configuration followed by subsequent startup of the reactor.


CDFSDconfig
is the Core Damage Frequency in the shutdown state for the given configuration.


TSD
is the time in the shutdown state.

The same approach is used for shutdown modes as for full power. In this case, the Core Damage Probability for shutting down the reactor is replaced by the Core Damage Probability for the shutdown mode that the plant would be moved into.

It should be noted that Heysham 2 NPP and Torness NPP follow a different approach to any of the calculations described above. At these plants, the approach is to specify an Allowed Configuration Time of 36 hours and 72 hours respectively for configurations which lead to the risk being in the medium/ high CDF band.

Duke Power, which operates seven plants at three sites, has developed a standard approach for shutdown for all of its sites. Duke Power uses the ORAM-Sentinel qualitative models for shutdown, rather than a quantitative model, with a four colour risk estimate. Any orange condition can continue for up to 8 hours without a risk management plan, but up to 80 hours with a risk management plan and management approval. A red condition is not normally entered, but requires a risk management plan for conditions existing for longer than 1 hour, with a limit of 8 hours. These limits assume the qualitative risk levels correspond to a CDF risk of 1x10-3 per year (orange) and 1x10-2 per year (red), which is considered conservative based on comparison with quantitative models.

7.3.2 Discussion and conclusions on Allowed Configuration Time calculations

In terms of numerical criteria, there is broad agreement that, for any plant configuration and based on the guidance of Reference [6], the time in the configuration should be controlled in such a way that:


Pconfiguration < 10-6 per year
Core Damage Frequency


Pconfiguration < 10-7 per year
Large Early Release Frequency

For one plant (Dukovany), 5x10-7 is used based on the NRC acceptance criterion for the Incremental Conditional Core Damage Probability. This equates to a change in the CDF from 10-4 per year to 10-3 per year for 5 hours.

The main difference between the different approaches reviewed is that in some cases the ACT calculation is based on CDFconfig whereas in others it is based on (CDFconfig.

Using CDFconfig (the absolute CDF level) as a basis for the definition of the Allowed Configuration Time would give a longer ACT for plants with a lower risk. Plants with a higher CDF would encounter much stronger restrictions on the amount of maintenance they can perform. In the case that CDFconfig is used as a basis for calculating ACTs, it would not be applied to configurations in which no maintenance is being performed.

Use of (CDFconfig as a basis for calculating ACTs reflects a wish to control the increments of risk above the baseline risk level. ACTs based on (CDFconfig will tend to be more sensitive to the amount of maintenance being performed than is the case if CDFconfig is used. When no maintenance is being performed (CDFconfig would be zero
 leading to an infinite ACT, which is intuitively sensible. However, if the same numerical criteria are applied as for ACTs based on CDFconfig, the ACTs would be much longer.

TABLE 7-1 COMPARISON OF OPERATIONAL SAFETY CRITERIA FOR CORE DAMAGE FREQUENCY FOR OPERATION AT POWER

Risk regions
Plants basing criteria on CDF values
Plants basing criteria on CDF multipliers (CDF values in brackets)


Almaraz
Bohunice
Borssele
Cofrentes
Ducovany
San Onofre
Sta Ma de Garona
Temelin
Heysham 2
Laguna Verde
Torness

Unacceptable risk
10-3
2x10-4
2x10-5
10-3 

5.57x10-4 

2.28x10-4 
10-4
10-5
10-3
3.05x10-4
3.05x10-5
10-3
10-4
2x10-5
[Note 1]

10-3
5x10-4
10-4
10-3
4x10-4
4x10-5
5x10-4
10-4 
100

10
[Note 2]

10  (2.7x10-4)

2   (5.4x10-5)

1.1  (3x10-5)
100

10

High risk












Moderate risk












Low risk












Average risk

1.14x10-4


1.8x10-5

3.1x10-6





Baseline risk

1.03x10-4


1.48x10-5

2.5x10-6
6.65x10-5

2.71x10-5


[Note 1] The following criteria are also in use 
a) for LERF (at power)
10-4 / 5.10-5 / 10-5


b) for boiling (shutdown)
10-2 / 5.10-3 / 10-3
[Note 2] Utility has proposed different multipliers (3, 10, 30) but those proposed by the regulator are in use.

8. LIMITATIONS OF RISK MONITORS

The limitations of the risk monitor are dependent upon the perception of the user and the intended applications.  As in all fields of PSA the output of the risk monitor will be determined by the “completeness” of the input information and the quality assurance imposed on the development of the model.

Limitations in the applicability of the risk monitor can arise from a number of sources.  The risk monitor model will have the same limitations as the basic PSA in terms of completeness of the initiating events and system modelling.  The conversion process may introduce errors, and functionality will be determined by the extent to which potential applications have been included in the development of the risk monitor.   Limitations may arise in the use of the risk monitor if there is limited acceptance on the part of the regulator.

8.1 Limitations in the basic PSA

8.1.1 Scope of the Basic PSA

The scope of the PSA used in the Risk Monitor will have the same limitations as that of the basic PSA. This will include limitations in the range of initiating events, modes of operation addressed and Level of PSA carried out. 

The range of initiating events in the PSA model used for the Risk Monitor will be the same as that for the basic PSA. In particular, some initiating events may have been excluded. (As an example of this, the PSA for some of the plants included in the survey did not address external hazards such as earthquake and some did not include internal hazards such as fire and flood). These initiating events could be significant for some plant configurations and, if this was the case, the Risk Monitor would be giving incorrect information on the level of risk and the Allowed Configuration Time.

The scope of the basic PSA is often limited so that it may not have addressed all the modes of operation of the plant.  In the case where modes other than full power have been included in the PSA it is necessary to understand the scope of each mode.  For example transition modes relate to the state of the plant when it is changing from one mode of operation to another one.. For a PWR, for example important transitions are:

· tripping the reactor to go from power operation to hot shutdown, and

· changing the post trip cooling from heat removal by the steam generators to heat removal by the Residual Heat Removal System (RHRS).

The level of risk during these transitions modes would depend on the plant configuration. In addition, it may be possible to start standby systems such as the auxiliary feedwater system before the reactor is tripped which would remove the “failure to start” mode for the feed pumps and the “failure to open” for the feed valves.

It is necessary to determine if the basic PSAs address the risk that arises during these transition modes. If they are not, it is not possible to make a comparison of the level of risk from staying at power to that which would arise from initiating a reactor trip. Likewise, it is not possible to compare the risks from staying on decay heat removal via the SGs to transferring to the RHRS.

There may be a limitation arising from the level of the basic PSA.  In the case that it is a Level 1 PSA, the  modelling of containment systems would be limited to the role that they play in preventing core damage but not in protecting against the consequences of a severe accident. In addition, the basic PSA will not have modelled the severe accident management systems – for example, filtered containment venting systems. In such a situation the Risk Monitor will not address the changes to the risk which arise when these systems are removed from service for maintenance.  The emerging standard is for Risk Monitors to evaluate both core damage frequency and Large Early Release Frequency (LERF) 

8.1.2 Suitability of the Basic PSA model for Risk Monitoring

The first consideration in developing the Risk Monitor is the quality of the basic PSA.  In [IAEA TECDOC1106] it is stated that a PSA should be “a risk model of the plant which adequately reflects the current design and operational features.”  Other relevant references regarding the quality of a PSA model are the IAEA Safety Series on PSA[50-P-4 ], [50-P-8 ], [50-P-12].  Further more American Society of Mechanical Engineers (ASME) and Westinghouse Owners Group (WOG) have published their own PSA standards [ ], [ ].

In addition to the quality considerations on the Basic PSA, as mentioned above, there are additional requirements when the PSA model is to be used on-line. These issues are discussed in the following paragraphs.

In developing the basic PSA, it may be the case that conservative assumptions have been made to limit the amount of detailed analysis that is required. This includes the choice of success criteria, data, grouping of initiating events/ modes of operation, etc. The inclusion of these conservatisms in the Risk Monitor model could lead to incorrect conclusions about the risk increases associated with different configurations. The relative risks of these configurations could be incorrectly ranked as a result. It is a good practice to fully understand the impact of the conservatisms before the Risk Monitor PSA model is developed.

Furthermore, there are a number of areas where the PSA modelling would need to be changed when the model is to be used in a Risk Monitor. These areas are discussed in section 5 of this report. Section 5 covers items such as modelling of fixed versus variable alignments, modelling of common cause failures, modelling of environmental influences on initiating events, etc.

8.2 Incompleteness in the conversion process

The conversion process involves changing the Basic PSA model into a model that calculates point-in-time risk, is usable by plant staff and which quantifies in an acceptable time. This conversion process usually involves logic model development, data modifications, and database preparation. There is a concern that there may be an omission in this conversion process, or errors may be made when PSA data are modified, thus leading to the Risk Monitor producing incorrect results.

The logic model development typically includes changing an event tree/fault tree into a top logic fault tree model and introducing additional branches in the fault trees to remove model simplifications (these changes are discussed in section 5). Verification and validation is carried out to identify errors in this process so that they can be rectified.

Data modifications are made to items such as initiating event frequencies and possibly other basic event probabilities, common cause failure probabilities, human error probabilities, etc. These changes in data may be related to changes in plant configuration. Verification and validation is also carried out to identify errors introduced at this stage, so that they can be rectified.

One specific set of data changes is the removal of all averaging and weighting factors (applied to basic event and initiating event data) that were used in the Basic PSA, which calculated average risk, so that the Risk Monitor PSA model can calculate point-in-time risk.

Databases are prepared to relate plant components, maintenance and test activities to the basic events in the PSA model. Many plant components which only have an indirect effect on risk may not be in the Basic PSA. Nevertheless, the impact of maintenance on such components (for example, drain valves) needs to be represented in the Risk Monitor. Any errors in the relationships between such components and basic events would lead to incorrect calculation of the risk.

8.3 Limitations in the software

Limitations in the software may arise because of inadequate functionality, because of inadequacies in the modelling approach supported by the software, and inadequacies in the solution procedure used by the software.

As can be seen in section 4, none of the currently available software packages support all of the potential Risk Monitor functions. In particular not all of the codes support the following functions: calculation of ACTs, providing restoration advice, calculation of schedules, etc.

As can be seen in section 4, the currently available software packages support different modelling approaches. In particular, there is wide variation in support for the following: modelling of dynamic events (such as environmental influence factors on the initiating event frequencies), recovery modelling (such as the ability to recover equipment undergoing planned maintenance rather than repair).

The usual approach to the solution of the PSA model used in the Risk Monitor is to quantify the underlying fault tree models for the given plant configuration. In order to obtain a solution within an acceptable time, a cutoff is applied. The trade-off between the cutoff and the speed of solution is partly determined by the capabilities of the solution engine used in the Risk Monitor (the other factor being the complexity of the underlying fault tree model). If a high cutoff has to be used to obtain a solution in an acceptable time, it should be recognised that the risk may be underestimated.

The use of pre-solved cutset solutions has been found to have various problems as a modelling approach. For example, the set of runs of the basic PSA which have been carried out to populate the Risk Monitor database will not have addressed all the plant configurations which could occur. It will be time consuming to get a solution if it is required for a particular configuration which is missing. Furthermore, the Risk Monitor database would have to be re-populated whenever the PSA model is changed, which is potentially a very time-consuming process. Additionally, if a pre-solved cutset solution is re-evaluated for a different configuration, by failing some basic events, it may give an inaccurate result. This is particularly the case when there are multiple unavailabilities.

8.4 Operational issues

To use the quantitative results from the Risk Monitor, Operational Safety Criteria need to be defined which distinguish between the regions of low/ moderate/ high/ unacceptable levels of risk and which specify the associated actions that need to be carried out. As can be seen from Section 7, although there is a degree of similarity in the OSCs used for different plants, there is no agreed basis for defining these and the numerical values are often based on judgement.

As seen in section 7, there are different approaches to the calculation of ACTs. Although there is a degree of similarity, there is no agreed basis for defining numerical ACT values.

Although there is a degree of similarity in the way in which OSCs are defined and ACTs are calculated, the lack of an agreed standard means that attention should be paid to these definitions when implementing a Risk Monitor.

8.5 Acceptance of Risk Monitors

Acceptance of the Risk monitor in the plant…. Also acceptance of the PSA itself

There may be limitations on the use of Risk Monitors if the Regulator acceptance of the Risk Monitor. The approach that it accepted by many Regulatory bodies is based on meeting the deterministic requirements and that puts a restriction on what the plant operators can do with the Risk Monitor. This is changing in that most Regulatory Authorities are now moving towards a more risk informed approach.

9. Regulatory perspectives on Risk Monitors

A questionnaire has been produces to gather information for this section of the report- see Annex 1.

Based on discussions se far, the following observations can be made:

· formally a deterministic approach is preferred by most regulators

· all regulators have reviewed/ accepted basic PSA

· little review/ acceptance RM software or applications

· there is a high level of interest in RMs

· no regulators have formal requirements for RMs 

· generally there is an indirect requirement for a RM through the Maintenance Rule or ALARP

10. COSTS AND BENEFITS OF RISK MONITORS

10.1 Risk Monitors Costs

The costs involved in the development and use of a Risk Monitor at a nuclear power plant include the following costs:

· software development and V&V of the software,

· conversion of the basic PSA into a Risk Monitor PSA model,

· enhancements carried out to the basic PSA,

· verification, validation and Quality Assurance of the RM PSA model,

· training of users and maintainers of the RM PSA model, and

· upkeep of the Risk Monitor.

An indication of the costs involved are given below. These broadly relate to converting a basic PSA developed using a commercial PSA code into a Risk Monitor application in which changes are made to the original PSA in order to meet the requirements of fast and accurate use on line.

10.1.1 Costs of Software Development and V&V

The possibilities are either to use one of the commercially available software codes or to develop your own software.  Section 4 gives details of the codes that are commercially available or under development.  The advantages and disadvantages of the two approaches are compared.

Commercial Codes – Advantages

A number of highly developed risk monitor codes  are already available which provide a reasonable range of features and functions.  The cost of purchase of these codes is known, and there is wide experience in their use.  

Owners groups have been set up for the main commercially available codes and the software developers provide support to all users.  The existence of user groups enables future development costs to be shared by a number of users.

The costs of the software verification and validation are included in the price of the code. 

Commercial Codes - Disadvantages

The choice is limited to a relatively small number of commercial codes which may not have all the desired features/ functions (No code has all the functions identified in section 4).  Although new functions are introduced as upgrades these require consensus  within the user group and may not meet all the needs of a specific user. 

It may be difficult to convert an existing PSA in one software package to a Risk Monitor using one of the commercial codes

Bespoke Code - Advantages

It is possible to build all the desired features/ functions into the software.  It is also possible to reduce the problems of incompatibility between the existing PSA (and software) and the Risk Monitor application, hence providing an easier conversion process

Bespoke Code - Disadvantages

Costs are not known and if the development of the software runs into difficulties, this could lead to a significant escalation in costs.  All future development costs are borne by the single user rather than shared by a number of users.

There is no prior experience in the use of the software or software support. 

The most common way forward is to use a commercial code (unless there are a large number of plants that would use the software). For example in some countries, such as Korea, where there are a large number of plants, they have chosen to develop their own software.

The development of a new code includes major verification and validation costs as well as the development costs if it is to be used in the regulatory environment.   

10.1.2 Cost of the conversion of the basic PSA into a Risk Monitor PSA model

Irrespective of the software used the development of a Risk Monitor PSA model will generally require the removal of the simplifications which have been introduced into the basic PSA to limit the size of the analysis. This will depend on the way that the basic PSA has been developed as discussed in section 1.2 but would typically include:

· replacement of lumped initiating events, such as loss of coolant accidents in a PWR, with discrete initiating events in each of the coolant loops/trains in order to correctly model the impact of maintenance on systems in any one of the loops,

· replacement of the single alignment of a multi-train system, often assumed in the basic PSA, with a model that reflects the different (risk significant) alignments that could occur in practice,

· inclusion of all the systems which could support or perform a safety function which have been screened out in the basic PSA,

· reinstating initiating events which have been screened out of the basic PSA if they give a significant contribution to the risk for particular plant configurations, 

· modelling all running and standby trains of normally operating systems explicitly.

It is good practise when performing the PSA for the first time or updating a PSA which it is known will be used for risk monitor applications to take all the above into account.  This will minimise conversion costs and speed up the conversion process.

In addition, the conversion may need to address software incompatibilities which could include:

· revising the basic PSA to take account of difference in the way that NOT logic is handled in the basic PSA and Risk Monitor software if such differences exist,

· revising house events and flag events in the basic PSA to correctly model the dependency reflected by such events, and introduce new house events and flags for system alignments, plant operating states, etc 

· developing the basic PSA into a top logic model and optimising it to ensure a short solution time.  The necessity for this may increase if the RM model includes Level 2, all modes of operation and all external events.

These can arise if the risk monitor uses a PSA model which is developed using one type of software and the basic PSA used a different software package.

Again it is good practise when performing the PSA for the first time or updating a PSA which it is known will be used for risk monitor applications to chose compatible software for both the PSA and risk monitor.  This will also minimise conversion costs and speed up the conversion process.

The very large body of experience in developing a basic PSA for a risk monitor application is reported in more detail in Section 2.

10.1.3 Cost of enhancements carried out to the basic PSA,

In developing the basic PSA for a Risk Monitor application, the opportunity will often be taken to make a number of enhancements to the PSA model reported is section 1.3.  These could include:

· modelling common cause failure in a way that reflects changes in the CCF probabilities that would occur as the result of the reduction in redundancy when components are removed from service for maintenance,

· modelling common cause failure in a way that takes account of the higher potential for common cause failure when a component failure has been identified,

· modelling human reliability in a way that reflects how human error probabilities would change when components (particularly instrumentation) are removed from service, or the timing of events is changed by maintenance and test activities,

· incorporating dynamic events to reflect how initiating event frequencies and component failure probabilities would change due to environmental factors, on- going tests or maintenance activities,

· for initiating events which relate to support system failures, replacing fixed initiating event frequencies with a fault tree model that reflects how they would change when components are removed from service, and

· incorporating rule based recovery process which takes credit for factors not already addressed in the PSA, when quantifying the contribution of each cutset to the core damage frequency.

The requirement to do this may come from the recognition that there are limitations in the basic PSA that need to be resolved before it can be used in a Risk Monitor or from feedback during the operation of the Risk Monitor if it produces anomalous results for particular plant configurations.

The emerging best practise is to take account of all of the above in building the risk monitor PSA model. 

The experience with the use of Risk Monitors suggests that if the factors described above and in more detail in sections 1.2 and 1.3 are not taken into account fully in the conversion of the basic PSA to the risk monitor PSA model, the resulting risk monitor will have a very limited use and may give incorrect results and insights for some plant configurations.

10.1.4 Costs of Quality Assurance and validation

There will be a cost associated with the application of the quality assurance.  The QA requirements which were applied to the development of the basic PSA will also need to be applied to the development of the PSA for the risk monitor application and the construction of the risk monitor data bases.

The cost of validation of the converted risk monitor PSA model is very dependent on the number of changes that have been made in developing the PSA model used in the Risk Monitor in addressing the factors in sections 1.1.2 and 1.1.3.  An indication of what this involves is given in section 5.6

10.1.5 Training costs

There is a need to train all the people who will be expected/required to use the Risk Monitor during normal plant operation. This includes control room operators, maintenance staff, safety engineers and plant managers.

Details of the training requirements for groups of users such as on-line users/control room operators, maintenance planners, off-line users and PSA model developers is given in section 6.6.  This ranges from 6 days for on-line users to 2 to 3 hours for management and casual users (familiarisation training).  For PSA model developers the length of training will depend on the level of responsibility of the plant staff for the model development and maintenance. 

10.1.6 Costs of upkeep of the Risk Monitor.

The overall costs of the upkeep of the PSA models relate to upkeep of both the basic PSA and the Risk Monitor PSA. This requires the same changes to be made to the Risk Monitor PSA as has been done for the basic PSA. In addition, the use of the Risk Monitor identifies changes which need to be made to the basic PSA and may require it to be updated more frequently.

It is not generally possible to subdivide the overall upkeep costs between the basic PSA and the Risk Monitor. However, the minimum requirement appears to be of the order of one PSA expert for the basic PSA and one for the Risk Monitor model and database. In addition specialist support will be required for such as areas as human reliability and thermal hydraulic analysis.  This is higher for many plants which are using the risk monitor and PSA for many applications.  In this case the group consists of 4 or 5 engineers.

10.2 Overall indicative costs

It is not possible to give precise costs for the development and upkeep of a Risk Monitor. This is very dependent on the approach  and extent to which the basic PSA needs to be modified and national practices to meet current and future regulatory acceptance/implementation of risk informed licensing processes. 

Indicative costs are given below which relate to the risk monitor software and experience with the use of existing level 1 full power PSA models.

Software development plus V&V

Commercial

Bespoke
$40,000 - $100,000[1]

An order of magnitude higher [2]

Users group (Commercial code)
$10,000 per year[1]

PSA conversion [3]
60 – 130 man-days

PSA enhancements [4]
100 – 200 man-days

QA and Validation of RM PSA model[5]
35 – 50 man-days

Training of Risk Monitor users [6]
20 - 40 man-days

Upkeep of basic PSA/ Risk Monitor
Small number (typically 1 or 2) PSA analyst working full time

[1]
Indicative costs as of October 2002

[2]
The cost is very dependent on the features and functions included in the code.  The development of one of the state of the art codes was estimated to take of the order of 4,500 man-days of which 40% is on V&V

[3]
This is based on the conversion of a PSA for full power only and includes the development of a top logic model, construction of the plant databases, removal of PSA simplifications and taking care of software incompatibilities such as the way that NOT logic is used. 

[4]
The extent of the work involved depends on the degree to which the basic Full Power PSA needs to be enhanced. This could include making improvements to the common cause failure model, the human reliability analysis, the inclusion of dynamic events, the modelling of initiating events involving support systems and the inclusion of automated recovery.

[5]
Model validation depends on extent of changes to PSA model and the QA on current practise for PSA development at the plant

[6]
Although the survey of the state of the art for Risk Monitors indicates that the training required for Risk Monitor users is relatively small, this is a combination of all levels of training with the exception of the PSA staff and is a combination of the time spent by the trainers and staff under training.

Whereas in using a commercial code, the main costs are related to the PSA conversion, PSA enhancements and the PSA upkeep. The costs related to software, users group and training are relatively minor.  In the case of developing bespoke software, the reverse will be true, that is the main cost is likely to be in the development/ verification/ validation of the software itself.

10.3 Benefits from Risk Monitors

There are significant benefits from the use of Risk Monitors which will offset the costs.

These include:

· more maintenance can be carried out at power so that plant shutdowns will be shorter

· risk saving (hidden benefit)

· basis for exemptions from Tech Specs that are too strict/ no need for shutdown

· basis for extensions to AOTs

· saving in the work that needs to be carried out to address the NRC maintenance Rule

· provides a better tool for other Risk Informed applications – RI testing, in-service inspection, QA

xx Section to be expanded

11. Conclusions

A Risk Monitor is defined by IAEA as:

“a plant specific real-time analysis tool used to determine the instantaneous risk based on the actual status of the systems and components. At any given time, the risk monitor reflects the current plant configuration in terms of the known status of the various systems and/ or components – for example, whether there are any components out of service for maintenance or tests. The Risk Monitor model is based on, and is consistent with, the LPSA. It is updated with the same frequency as the LPSA. The Risk Monitor is used by the plant staff in support of operational decisions.”
Contemporary Risk Monitors are based on full scope living PSA models. Due to continual advances in computer processing power and development of better fault tree solution algorithms, they permit an extremely fast solution of this full scope PSA model and hence provide an accurate measure of real-time risk, major contributors and optimum recovery strategies. As a result, they are able to provide a rapid input into the risk informed decision making process.

Although the Risk Monitor is based on a Living PSA model, it is important to realise that the Living PSA is not directly usable as a Risk Monitor PSA for a number of reasons. The living PSA model will typically be an “average” model, using average initiating event frequencies and maintenance unavailabilities and usually taking account of the exposure time to different initiating events as the plant passes through different operational states. The Risk Monitor model will focus on the current “point-in-time”, modelling the current plant configuration and taking account of current environmental factors, so that it can calculate a point-in-time risk. Nevertheless, despite the need to make modifications to the living PSA model, it should also be noted that the route for going from LPSA to a Risk Monitor can be considered well established through numerous successful projects.

Since there are changes made to the PSA model when moving from the living PSA to the Risk Monitor PSA model, verification and validation of the final Risk Monitor PSA model is important.

There are many Risk Monitors in day to day operation at numerous nuclear power plants throughout the world. There are various motivations for the development of these Risk Monitors. A common reason is the wish to have a PSA-based tool that can be used to provide risk information to support the day-to-day management of operational safety. In this respect, the Risk Monitor can be used to provide an input to ensure that maintenance activities are scheduled so that high peaks in the risk are avoided wherever possible. The Risk Monitor can also support prioritisation of components for return to service. In some cases, where deterministic regulatory requirements have been seen as rather strict, the Risk Monitors may be seen as providing greater flexibility in operation. On the other hand, the Risk Monitor risk information may indicate the need for a tighter control than would be obtained by application of deterministic criteria alone. The extent to which tightening of operational practices occurs will depend on the deterministic rules imposed by the regulator, but practical experience suggests that the Risk Monitor will identify at least a few critical configurations which should be avoided, thus leading to a lowering of risk. In general there is likely to be a balance, where the use of Risk Monitors leads to tightening of some operational practices and relaxation of others (in the case that the regulator allows relaxations), while leading to a net improvement in safety. In some countries, the Risk Monitors have been seen as a way of addressing the NRC Maintenance Rule, which requires that utilities should assess and manage the risk associated with maintenance activities. Thus, it can be seen that a key theme in the application of Risk Monitors is the ALARP principle; the Risk Monitor can support the identification of safer operational practices which are very feasible to implement. The ability to measure risk on-line enables the plant operators to carry out maintenance activities in such a way that not only is the risk minimised but also plant availability is increased.

In the USA and Europe the market for Risk Monitor software is currently dominated by three products (Safety Monitor, EOOS and ORAM/SENTINEL). Other products have been developed by utilities, principally for their own use, or, in some cases, are relatively new commercial products. Typical features found in Risk Monitor software products include the display of a graph of risk level versus time, meters indicating the current risk, calculation of allowed configuration times, the use of qualitative risk indicators and provision of a means of evaluating risk from proposed maintenance schedules. Risk Monitors are suitable for all types of nuclear reactors, both for operation at power and during shutdown operations, as evidenced by the Risk Monitor projects covered in this report, which have been performed for light water reactors (PWRs, VVERs, BWRs) and gas cooled reactors (AGRs). In all of these projects, it is seen that the Risk Monitors are accepted and used by station managers and staff as an integral part of plant operations.

Use of Risk Monitors in practice makes use of operational safety criteria for the definition of colour-coded risk bands. Although some differences in approach to the definition of operational safety criteria are seen, there is a high level of agreement in the resulting criteria used. Typically, the low/moderate risk boundary is set at two times average risk and the moderate/high(unacceptable) boundary is set at 10-3 per year. If there is an intermediate band, the geometric average of the other two boundaries is often used. For shutdown operation, there is less information available because not all plants use the Risk Monitor in shutdown. One approach seen is for regions to be defined based on pragmatic considerations, rather than a rigid theoretical approach. From a practical point of view, it makes sense to ensure that a typical outage would pass through periods of red, yellow and green. This is because the risk level information would be of little use for focusing risk management actions if operational staff saw the entire outage in a single colour.

An important calculation performed by Risk Monitors is the allowed configuration time (ACT). Two main approaches were identified in the report. Both methods define the ACT by comparing the ACT multiplied by the configuration risk with a value. The difference between the approaches is whether the configuration risk is represented by the absolute risk level for the configuration or by the risk increase for the configuration compared to a baseline value. Chapter 7 of the report shows how the two different approaches could lead to rather different ACTs. In addition to the main approaches identified, some Risk Monitor products allow other variants and even arbitrary user defined equations.

Some limitations were identified. However, it is noted that a Risk Monitor should be used as part of an integrated decision making process, which means that the process is not necessarily limited if the Risk Monitor limitations are understood and accounted for.

Some regulators are strong supporters of the use of Risk Monitors, whereas some others take a more neutral stance. Some regulators are active users of Risk Monitor models themselves. For example, the USNRC uses Risk Monitors to support its Significance Determination Process for inspection findings.

The costs of implementing and operating a Risk Monitor can be broken down into software costs, costs associated with making the basic PSA model suitable for use in the Risk Monitor, quality assurance costs, training costs and running costs. The cheapest software products to acquire are the commercial products. Bespoke development is more costly but may be favoured in cases where very specific needs have been identified. The costs of making the PSA suitable for use in a Risk Monitor include the costs of modifications to allow point-in-time risk to be calculated and the cost of quality or scope enhancements to the basic PSA. Costs associated with the latter item depend on level, scope and quality of the basic PSA. Quality assurance costs are mostly associated with verification and validation of the Risk Monitor model compared to the basic PSA. Training costs are generally quite small. It is clear, given the number of Risk Monitor installations worldwide, that the benefits of a Risk Monitor can be expected to exceed the total costs.
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TABLE 1:  CURRENT POSITION ON PSA/ LIVING PSA/ RISK MONITORS

Note:  The aim will be to provide a complete list of the plants in the member counties and to indicate the position at the time of writing the report.

The table below gives an example of what will be in the table.

Country/ plant
Living PSA
Risk Monitor
RM software
Full power
Shut-down
L1 PSA
L2 PSA
L3 PSA

Ducovany
Yes
Yes
SAS/ SM
Yes
No
Yes
No
No

Bohunice 1
?
Dev
?
Yes
Yes
Yes
No
No

Bohunice 2
?
?
?
Yes
Yes
Yes
No
No

Bohunice 3
Dev
Yes
EOOS
Yes
?
Yes
No
No

Temelin
Yes
Yes
?
Yes
Yes
Yes
Yes
No

Almaraz
Yes
Yes
?
Yes
?
Yes
No
No

Sta Ma de Garona
Yes
Yes
?
Yes
?
Yes
No
No

Cofrentes
Yes
Yes
?
Yes
?
Yes
No
No

Laguna Verde
Yes
Yes
?
Yes
No
Yes
No
No

Paks
Yes
Yes
RD
Yes
No
Yes
No
No

Borssele
Yes
Yes
?
Yes
No
Yes
Yes
Yes

Heysham 2
Yes
Yes
ESSM
Yes
No
Yes
No
No

Torness
Yes
Yes
LINKITT
Yes
No
Yes
No
No

San Onofre
Yes
Yes
SM
Yes
Yes
Yes
Yes
No











TABLE 2:  CURRENT STATUS OF RISK MONITORS

Note:  For the set of plants identified in Table 1 as having a Risk Monitor, the aim in Tabl;e 2 will be to provide details on the status of the Risk Monitor.

The table below gives an example of what will be in the table.

Country
Plant
Status
Modes of operation[1]
PSA level

Spain





USA
San Onofre

Full power

Low power/ shutdown
Level 1 – CDF

Level 2 – LERF

Level 3 – societal risk (initially included)

UK
Heysham 2
In operation since 1988
Full power only
Level 1 - CDF


Torness
In operation since 1989
Full power only
Level 1 - CDF

Czech Republic
Temelin


Level 1 - CDF


Ducovany


Level 1 - CDF

Slovak Republic
Bohunice 1

Bohunice 2




France
All plants




Mexico
Laguna Verde
















[1] The modes of operation are as follows:


F - full power


S – low power and shutdown

Annex 1

Annex 1: QUESTIONNAIRE ISSUED BY WG RISK on regulatory perspectives

QUESTIONNAIRE:

REGULATORY PERSPECTIVES ON

RISK MONITORS

Information required for the

WG RISK/ IAEA report on Risk Monitors

A joint project is being carried out by WG Risk and IAEA to produce a report which describes the state of the art in the development and use of Risk Monitors at nuclear power plants. 

One of the sections of the report will describe the perspectives of the Regulatory Authorities in the Member Countries with respect to Risk Monitors to determine what their role has been. 

This questionnaire is aimed at gathering the information that will be used in writing this section of the report. It would be helpful if the answers given to the questions set out below are as full as possible. Any other information (reports/ papers, etc.) that you could provide would also be helpful in drafting this section of the report 

Could you please return the completed Questionnaire by 8" November to: 

barry.kaufer@oecd.org
charles.shepherd@hse.gsi.gov.uk
QUESTIONNAIRE: REGULATORY PERSPECTIVES ON RISK MONITORS 

BACKGROUND 

1.
What is the overall position in your country with respect to the development and use of Risk Monitors at nuclear power plants? 


(As well as providing a description of the current position, it would be helpful if you could provide a list of the plants in your country which have Risk Monitors along with details such as the date of implementation, the software used and the modes of operation of the plant covered by the Risk Monitor). 

REGULATORY POSITION 

2.
What are the Regulatory requirements that make the development and use of a Risk Monitor necessary or desirable for the utility?
3.
How does the use of the Risk Monitor relate to the normal (deterministic) approach applied in regulation? 

REASONS FOR DEVELOPING/ NOT DEVELOPING RISK MONITORS 

4. 
For the nuclear power plants in your country with a Risk Monitor, what were the reasons for developing it? 

5.
For the nuclear power plants in your country which do not have Risk Monitors, what are the reasons for not having one? 


(The replies to questions 3 and 4 should include the reasons from both the regulatory and utility perspective). 

USES OF RISK MONITORS - UTILITY 

6. 
What uses are made of Risk Monitors by the utility? Which of these uses are required by the Regulatory Authority? 

7. 
What information generated by the Risk Monitor is made available to the Regulatory Authority and how is it used? 


(The reply should relate to information such as risk profiles which are generated to give an indication of safety performance. In addition, it should address other uses of the Risk Monitor - for example, for event analysis.) 

8.
What technical requirements does the Regulatory Authority place on the development and use of a Risk Monitor by a Utility? 


(The reply to this question should relate to technical issues such as the methods used by the Risk Monitor software, the quality of the PSA used as the basis for the Risk Monitor PSA model, the conversion of the basic PSA into the Risk Monitor PSA model, the modes of operation covered by the Risk Monitor, etc.) 

9.
What verification or licensing process is required by the Regulatory Authority before a Utility can start using a Risk Monitor for applications that relate to plant licensing requirements - for example, a request for an exemption to plant Technical Specifications, addressing the Maintenance Rule, etc.? 

10.
What technical requirements does the Regulatory Authority place on the development of the Risk Monitor?

USES OF RISK MONITORS - REGULATOR 

11.
Does the Regulatory Authority have in-house access to Risk Monitor software and/ or Risk Monitor PSA models for specific nuclear power plants? If so, what uses are made of them? 

12.
What training does the regulatory body give to staff in the use of Risk Monitors and the information derived from the calculations performed.

13.
Has the Regulatory Authority carried out any reviews of Risk Monitors - for example, Risk Monitor methods, software, applications in other countries, etc.? If so, what were the outcomes of this review? 

14.
What is the acceptance of risk insights provided by Risk Monitors in the overall (risk-informed?) Regulatory process in your country? 

FUTURE DEVELOPMENTS 

15.
What future developments are envisaged by the regulator in the following areas: 

· the introduction of Risk Monitors at other plants? 

· the development of existing Risk Monitors - for example, to cover additional modes of operation? 

· the introduction of new Risk Monitor software? 

· other developments? 







{i}	In this report, the IAEA definitions of the terms “Living PSA” and “Risk Monitor” have been used. These definitions, as given in Reference [3], are repeated in Section 2.





{1} This relates to the use of NOT, NAND and NOR gates in the construction of the safety system fault trees and the possibility to negate basic events, flag events, exchange events and house events.





{2} In the cut-set deletion approach, a database is set up which defines all the combinations of basic events that cannot appear in the same cut-set. In solving the event tree/ fault tree analysis, the PSA software deletes any cut-sets from the analysis which contain combinations of basic events that are not allowed.


� A four band scheme is shown. A three band scheme, in which the orange and yellow bands are combined is also used by several plants. Section 6 provides more details.


� The term “headroom” relates to the difference in the level of risk between the baseline risk and the levels of risk set by the Operational Safety Criteria which define the boundaries between the risk bands in the Risk Monitor. This is illustrated in figure to be added


� as explained in section 2, the term core damage probability is sometimes used interchangeably.


� Assuming no other factors leading to a risk increase
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