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Introduction
In the winter of 1996, I was finally working on my thesis on web search mechanisms and data mining. I remember when my supervisor proposed me to visit the Darmstadt National Research Center in Frankfurt. I was very excited and I accepted right away. 

That was the beginning of a long journey towards extremely interesting ideas, brilliant researchers, successes, failures and hard work. Since then, I spent most of my time thinking about the way we seek for information, how we interpret row data and transform it into more complex objects, and how we related dissimilar “things” together. I will be always amazed by how easily humans can build logical relations between apparently unrelated objects, pictures, or concepts.

In the autumn of 1997 I finally got my Computer Science degree from University of Salerno (Italy). Few months later, I applied for a Ph.D position at the same University to continue my studies.
During the next four years I learned how amazingly complex is to box together rules, heuristics and algorithms that imitate what we naturally do when we search for information. 
The first part of this thesis focuses on image indexing problems. Usually, spatial relation-based indexing methods fail if the metric spatial information contained in the images must be preserved. In order to provide a more robust approach to directional relations indexing with respect to metric differences in images, a novel technique to perform content-based access in image databases using quantitative spatial relationships is discussed. A scalar quantitative measure is associated with each spatial relation, in order to discriminate among images of the image database having the same objects and spatial relationships, but different degree of similarity if we also consider distance relationships. 
Morphogeometric-based metrics are not always appropriate as high-level content description of images as well as a tool to express complex queries. People often recognize two pictures as similar because they share relational predicates rather than objects attributes. A new pictorial index is also proposed in the first part of this work [24, 27, 28]. It combines primitive properties by means of a logical reasoning engine to produce a hierarchical image description. Each picture is decomposed into its spatial relations (physical layer), cognitive relations between objects within a group (group layer), and relations between groups (meta-group layer). This new Analogy Based Indexing for Content Image Retrieval, allows users to express complex queries such as search for functional associations or group membership relations. 
The second part of this thesis focuses on the retrieval and the interpretation of information from the World Wide Web [22, 23, 25, 26,]. The web is the enormous number of unstructured documents and resources, and it is difficult to locate and tracks appropriate sources. A Web Mining Environment (WME) that it is capable to find, extract and structure information related to a particular domain from web documents using general-purpose indices is discussed. The WME architecture includes a Web Engine Filter (WEF) to sort and reduce the answer set returned by a web engine, a Data Source Pre-processor (DSP) that processes html layout cues in order to collect and qualify page segments and a Heuristic-based Information Extraction System (HIES) to finally retrieve the required data. 
Quering an  information source is not the only paradigm we use when we search for information. Browsing represents another main approach we often adopt (for example when we visit a museum). Navigate an environment made of text and 2d-images is not always a pleasant and easy task. Often users are cognitively overloaded with too many information and it is difficult to identify what is relevant and what is not. To address this problem a system  for navigating the web through a virtual reality space is discussed. The two-dimensional internet space is mapped into virtual worlds according to predefined and/or inferred metaphors. Web and metaphor elements are given a conceptual representation to highlight their similarities, which are used to construct an appropriate mapping. The derived virtual representation is realized through a VR-Builder, which generates VRML sources.  As a result, a web site is mapped into a virtual world, allowing naive users to easily navigate the WWW. 
The use of pictorial metaphors is also proposed for the specification of security policies. The system discussed in this thesis relies upon the Task Based Authorization framework [29], which has been enhanced by means of visual languages to provide an intuitive way for specifying complex security concepts. 
Chapter 1

Content-based Access in Image Database by Quantitative Relationships
1.1 Introduction

In this chapter, we describe a novel technique to perform content-based access in image databases using quantitative spatial relationships. Usually, spatial relation-based indexing methods fail if the metric spatial information contained in the images must be preserved. In order to provide a more robust approach to directional relations indexing with respect to metric differences in images, this chapter introduces an improvement of the virtual image index, namely quantitative virtual image, using a quantitative methodology. A scalar quantitative measure is associated with each spatial relation, in order to discriminate among images of the image database having the same objects and spatial relationships, but different degree of similarity if we also consider distance relationships. The measure we introduce does not correspond to any significant increase of complexity with respect to the standard virtual image providing a more precise answer set.

Several image indexing techniques have been studied to allow pictorial information retrieval from image databases (IDB). The use of picture icons as picture indexes is the basic issue of iconic indexing methods [1]. Iconic indexing has received much attention from the research community because of its qualities: usability, effectiveness and efficacy. So far, query by pictorial example paradigm has been the basis for several iconic indexing techniques that summarize the spatial content of an image into a picture suited to hold visual information and to allow different levels of abstraction and management [19]. Among the most effective techniques we include 2D-string [19] and its extensions [20], virtual images [1, 99] and attributed relation graphs (ARGs) [101]. The virtual image iconic index contains a compact representation of the spatial relationships. More precisely, it contains a virtual description of images consisting of a set of objects and a set of binary spatial relations over the objects. For each image stored in the database, a corresponding virtual image is stored in a spatial access structure to allow content-based retrieval of images. In other words, for each couple of objects in a picture we have a corresponding spatial operator, that is, an atomic relation. Content-based retrieval is then performed by matching the atomic relationships present in the query image with those in the candidate images. Therefore, the time compexity of the matching process is quadratic in the number of atomic relations involved. Iconic indexing does not perform very well if it is necessary to discriminate among images of the IDB that have the same objects and spatial relationships, but different inter-object distances. The aim of this chapter is to formalize a new spatial index based on virtual image that can provide a higher discriminating power when the spatial relation-ships alone are not sufficient to discriminate among similar but distinct images. It is important to note that the introduction of a quantitative measure also resolves the index ambiguity problem. In fact, if we consider frames extracted from a film sequence the associated virtual image could be exactly the same for each frame, as we will show in the following sections. However, a distance-based measure is useful to resolve such problem. The new virtual image includes qualitative and quantitative information providing a more expressive iconic index. This new iconic index is called quantitative virtual image. Note that the use of additional information such as color and object shapes is addressed by Abate et al. [1], and since this work shares the same framework we concentrate on a distance rather than other morpho-geometrical characteristics. The basic idea is to introduce a scalar quantitative measure, namely (, for each pair of objects. This measure intuitively describes how far to the left (resp. higher) an object A is with respect to an object B, if we take the projections of A and B along the x-axis (resp. y-axis). 
In other words, the scalar value ( measures the degree of strength for each spatial relationship. As a consequence, virtual images are extended to support more accurate queries: the distances among objects are now relevant in measuring image similarity. The new index is invariant to scaling because the d measure takes in account relative distances and sizes of objects, and it is well-suited for all the application requiring scale invariance.

The chapter then provides a new definition for the similarity function for virtual images introduced by Petraglia et al. [99]. The new similarity function takes into account the strength of spatial relationships and gives more accurate results in terms of precision of retrieval (some possible false dismissals are avoided ). Moreover, this quantitative similarity function does not require the use of the interval neighborhood graph [4/], since the distance among spatial operators is formally defined by means of the scalar value (. 
1.2 Related Works
The quantitative virtual image, as described in Section 1.3.2, captures metric differences and provides more precise image description formalism. This new index integrates qualitative and quantitative information and introduces a higher discrimination degree. This work focuses on a more quantitative method rather than on improving the qualitative information because the Virtual Image framework sufficiently describes spatial relations (e.g. qualitative information) for our purposes.

In Staab and Hahn [113] qualitative and quantitative knowledge about distances are fused in a model for time and space reasoning. The distance is captured by a distance structure represented by triples. Using the proposed language it is possible to describe a relation a>x b, that means that the object a is later than b with a temporal distance x.

This measure is related to temporal interval, but can be also used for spatial expressions. However, the algorithm that performs reasoning on intervals requires exponential time and thus it is suitable only for a low number of images.

The refinement of spatial relation has been also addressed by Gudivada and Raghavan [54]. A unique symbolic label represents an object. Spatial relationships among different objects are represented as edges in a weighted graph called the spatial orientation graph, whereas the graph nodes represent the symbolic objects. The spatial similarity is defined in terms of number as well as the extent to which the edges of spatial orientation graph of the database image conform to the corresponding edges of the spatial orientation graph of the query image. Moreover, the edge between two symbolic objects measures the slope or their orientation. This means that the similarity algorithm is invariant to translation, scale, and rotation. Furthermore, an object is represented by its centroid, but this implies that complex relations (such as overlap, contained, etc.) cannot be expressed.

A graph-oriented strategy is also discussed by Petrakis and Faloutsos [101]. The proposed method handles approximate searching by representing image content in a relation graph that stores features of object and relationships between objects. In particular, the objects are represented by graph nodes, whereas arcs between such nodes represent relationships between objects. However, the similarity function is computed in a non-polynomial time and thus, it is suitable only for a low number of objects.

A different methodology is presented by Rajagopalan [104]. The main idea discussed in this work focuses on the imprecise object boundary approximation problem. That is, many systems assume knowledge about the boundaries because it could be difficult to express exact shapes symbolically. For example, if we consider the minimum boundary rectangle (MBR) to represent an object, two different images like a circle and a square shape will be both approximated with a rectangle with a consequent loss of precision. On the contrary, according to this approach a circle is approximated with a bounding circle, whereas the square is approximated with a rectangular bounding box. The solution proposed is based on the definition of an abstract object shape and on the notion of extremal points. As a result, an object is well described in terms of more precise bounds, but this information is not useful to determine a similarity degree when the same spatial relations define two figures. As an example, consider two objects A and B, perfectly described in terms of their rectangular bounding box and let us examine two different cases. In the first picture (for simplicity consider only x relations), the object A is on the left of B. In the second picture, the object A is still on the left of B, but their distance is different. The precision introduced by this method does not capture this situation. In fact, the spatial relations describing these two pictures is exactly the same for both images.

An interesting solution is discussed by Nabil et al. [85]. This work is based on the 2D projection interval relationships (2D-PIR) and integrates both directional and metric relationships. The proposed methodology adapts three different existing formalisms: Allen’s temporal interval [3], 2D-string [19], and metric relationships [41]. In particular, each spatial object is projected along x- and y-axis, and the 2D-PIR relations are established using metric relationships and Allen’s intervals. According to this methodology, two topological relationships between two spatial objects are neighbors if they can be directly transformed into one another by scaling, moving or rotating objects. For example, the relation disjoint and touch are neighbors because they can be transformed to each other by moving the objects towards each other or moving them apart. These relations are arranged in the so-called topological neighborhood graph where each edge has a weight equal to one. The similarity degree between two topological relationships rel1 and rel2 is defined by the shortest path form rel1 and rel2. As a result, images that present different spatial relations with respect to an input query are arranged according to the corresponding closest relations, providing a more precise answer set. However, the neighborhood graph does not contain quantitative information when the spatial relations involved are exactly the same. In particular, the distance between a spatial relation and itself is always zero within the neighborhood graph. 

A different approach has been adopted by Prasad Sistla and Yu [95]. This work focuses on the definition of fundamental and non-fundamental relations. In particular, suppose that a query specifies that an object a is to the left of another object b, and b is on the left of a third object c . It is simple to derive that a is on the left of c . All the

deducible spatial relations ( like a is on the left of c ) are called non-fundamental, whereas the remaining relations are called fundamental. If we compare the query with a picture that satisfies more fundamental relations with respect to the other, this picture will be ranked as first in the answer set. However, in many cases it is difficult to consider non-fundamental relations. For example, if we analyze a sequence of frames showing an object B that is moving on left with respect to an object A, only fundamental relations are involved (in particular, only the on-the-left fundamental relation is present ) . If we query the system with an object B on the left of A, there is not a way to provide a particular order to the images in the answer set, since all of them have the same similarity degree. The MARCO [7] system, attempts to resolve the ambiguity problem introducing quantitative distances as well as other qualitative information. A query is specified using a symbol menu and a pictorial query builder. The objects can be related with logic operator like AND, OR, NOT. The spatial similarity is specified by means of iconic operators, and the distance between two object is the Euclidean distance. However, the system does not take into account the object size and complex relation such as overlap, contained, etc. are difficult to express. In Winter [117] the uncertainty of spatial relations is addressed within a GIS system framework. In particular, to determine the metric relation between two objects a morphological distance function based on a skeleton is defined. Moreover, a set of meta-data descriptions improve the spatial semantic introducing relation such as touch, weakoverlap, strong overlap, covers, covered by. This method improves the precision when two maps are compared, but the main objective is not related to image retrieving and image indexing. However, it presents a new set of spatial relation that improves the precision and the expressivity of a spatial query. Note that, no quantitative information is provided and thus, it is difficult for example to deal with two areas presenting same spatial relations as in all the works we presented so far that introduce additional spatial operators without the support of quantitative information. 

Finally, another similar work is discussed by Renz and Nebel [105]. The technique adopted is based on the region connection calculus (RCC) based on binary topological relations. One variant of this system is the RCC-8 that uses mutually exhaustive and pairwise relations called base relations. More precisely, the RCC-8 uses a set of eight pairwise relations that, as an example, express concepts such as tangential proper part, externally connected more precise with respect to standard 2D-string-based systems, but still not able to discriminate among the same spatial relations.
1.3. The Virtual Image

The use of picture icons as picture indexes is the basic issue of the iconic indexing methodologies developed to associate each image with a compact description of its content in terms of shape and spatial arrangement of its pictorial elements. To make an image database flexible, the spatial knowledge embedded in images should be preserved by the data structures used to store them.
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Figure 1.1. The 13 types of spatial relations in one dimension (horizontal projection)
The spatial contents of an image can be suitably represented by means of 13 types of spatial relationships shown in Figure 1.1, derived from Allen’s temporal intervals relations [3]. The iconic index used in IME [1] is a virtual description of images called virtual image, as defined by Petraglia et al. [99]. We give a short description of virtual images in the remainder of this section. The reader is referred to the cited reference for further details. The virtual image of a real image consists of a set of objects and a set of binary spatial relations over the objects. 
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Table 1.1  The definition of spatial operators

To represent the 13 different types of spatial relations in each dimension, we use the spatial operators {‘<’, ‘ | ’, ‘ = ’, ‘[‘, ’ ]’, ‘%’, ‘ / ’} defined in Table 1.1 in terms of beginning and ending points of the objects involved. The spatial information embedded in a real image is represented in a relational format and the spatial relations among its objects are explicitly expressed. The interest of using virtual images as an iconic index is essentially motivated by the possibility of exploiting traditional database techniques for the solution of pictorial queries. Moreover, virtual images are well-suited for defining a similarity measure between images, used for the similarity retrieval with inexact matching, that is flexible and easy to compute efficiently.

Definition 1.1 Given a real image im, the virtual image imvi associated with im is a pair (Ob, Rel) where

· Ob={Ob1..Obn} is the set of the objects of im.

· Rel =(Relx, Rely ) is a pair of sets of binary spatial relations over Ob, where Relx (resp. Rely ) contains the mutually disjoint subsets of Ob x Ob that express the relationships {‘<’, ‘ | ’, ‘ = ’, ‘[‘, ’ ]’, ‘%’, ‘ / ’} holding between pairs of objects of im along the x-projection (resp. y-projection).

For simplicity, we use the notation obi ( obw to indicate that the pair (obi, obw) belongs to the relation c, where obi and obw belong to Ob and ( ( {‘<’, ‘ | ’, ‘ = ’, ‘[‘, ’ ]’, ‘%’, ‘ / ’}. A triple like obi (  obw is called an atomic relation in the following. We also say that the atomic relation obi (  obw belongs to Relx ( resp. Rely ) if the spatial relation holding between obi and obw along the x-projection (resp. y-projection) is (. Then we can regard both Relx and Rely simply as sets of atomic relations.

Example 1.1 Let us consider the picture of Figure 2.1. Its virtual image is the pair (Ob,Rel) , where
Ob ={bunny, butterfly, cat};

Rel =( Relx, Rely);

Relx ={bunny<butterfly, bunny<cat, butterfly<cat};

Rely ={bunny/cat, bunny<butterfly, cat<butterfly};
Virtual images are also efficient means for retrieval and browsing. As a matter of fact, a query can be simply specified as an iconic image, from which a virtual image is easily obtained. Given a query, the set of images satisfying the condition expressed in it is selected by computing the similarity degree between each image and the query by means of their corresponding virtual images. Then, the query is solved by matching its virtual image against those of the images in the database. On the other hand, the virtual image associated with an image of the database can be easily transformed into an iconic sketch,
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Figure 2.1 A sample image containing three objects

which can be efficiently used for a visual interface in place of the real image for

browsing. We define a query as follows.
Definition 2.1 A query Q is a 4-tuple ( F, G, Rel, t ) where ( F ( G, Rel) is a virtual image and t ( [0, 1] is a similarity degree threshold.
In the definition above, F is the set of mandatory objects: an image im of the database

satisfies the query Q only if its virtual image imvi contains all the objects of F, with the same spatial relations as in Q. G is the set of optional objects: intuitively, the similarity degree between Q and im increases if some of the objects of G are also contained in imvi. 

The last component, t , is a parameter that indicates the minimum required similarity degree between Q and im in order for im to satisfy Q. When the candidate image does not satisfy user’s requirements in terms of mandatory objects and minimum similarity threshold, it is not retrieved; otherwise it belongs to the answer set with the corresponding similarity degree.

To capture the fuzzy nature of spatial arrangements of objects, in computing the similarity degree between a query Q and a virtual image imvi it is taken into account the fact that pairs of objects of Q possibly have different spatial relations in imvi, although Q and imvi have similar visual contents. Then, a value of similarity sim (g1, g2) ( [0, 1] is defined between each pair (g1, g2) of spatial relations (these values can be appropriately tuned for specific applications). The similarity degree function, called SIM_deg (Q , imvi), is computed according to a formula that considers how many objects of Q are contained in imvi and how similar spatial relations are found in imvi with respect to those of Q, and returns a value in the range [0, 1]. The formal details about the definition of the similarity degree function can be found in Abate et al. [1].

As an example, let us consider Figure 1.3, which shows a query where the user has specified the objects in the set F (the bunny and the leftmost butterfly) and the ones in the set G ( the cat and the rightmost butterfly) . Then, he/she specifies the minimum required similarity degree t ( for example, let t=0.75). The resulting query is Q =( F, G, Rel, t ) , with F={bunny, butterfly}, G={cat, butterfly}.

Tthe basic idea to is verify that the image contains at least the mandatory objects of the query with the same spatial relationships, and then, with respect to the remaining atomic relations of the query, to search for the most similar corresponding atomic relations of the image. The formula used to compute the similarity degree between two virtual images can be found in Abate et al. [1] and Petraglia et al. [99].
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Figure 1.3. A query specification
1.3.1. Quantitative Spatial Relations

The standard spatial relation formalism of virtual images fails when we want to discriminate among images of the IDB that have the same objects and spatial relation-ships, but different inter-object distances, as in Example 1.2 that shows a typical situation in which the spatial relationships alone are not sufficient to discriminate among very similar but not identical images. To capture more discriminating visual information from images than directional relationships only, we reformulate the spatial relations defined in Table 1 of Section 2, introducing a scalar quantitative measure of truth for each spatial operator.
Example 1.2 Let us suppose we are analyzing a film fragment where a butterfly and a cat are moving apart from a bunny as shown in Figure 1.4.

As illustrated in figure 1.5, we extract four different images from the film starting from the frame in figure 1.5 and provide their standard spatial description in terms of virtual images. 

If we consider x-axis projections, the virtual image description for the first image contains the following set of atomic relations:

Img1vix ={Bunny<Butterfly, Bunny<Cat, Butterfly<Cat}
However, the same set describes the other three images too:

Img2vix ={Bunny<Butterfly, Bunny<Cat, Butterfly<Cat}
Img3vix ={Bunny<Butterfly, Bunny<Cat, Butterfly<Cat}
Img4vix ={Bunny<Butterfly, Bunny<Cat, Butterfly<Cat}

and the same situation occurs if we consider the y-axis projections. Suppose that we want to extract the picture displaying the cat and the butterfly at the maximum distance from the bunny. A user will probably query the system with a picture like the one shown in figure 1.6.

It is clear that the most similar picture among the four of figure 1.5 is the frame Img4. However, due to the discrete nature of the virtual image, the four images have all the same corresponding virtual image, and hence the same similarity degree with respect to the query (the value returned by the Sim_deg( ) function is 1 in each case). In fact, the
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Figure 1.4. A film frame
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Figure 1.5. Four film frames
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Figure 1.6. The query image

virtual image does not contains any quantitative information and it is not capable to capture quantitative distances. The system will display all four frames of Figure 1.5 in an order depending on which image is considered first, because all the images satisfy the query with the same degree.

The idea is to define a scalar value that measures the degree of strength for each spatial relationship. For example, in Img4 of Figure 1.5 the relations ‘Bunny<Cat’ and ‘Bunny<Butterfly’ are stronger than in the other images. That is, the bunny is on the left of both the cat and the butterfly in all four pictures, but these relations are more and more evident if we consider the pictures from the first to the last.

The aim of the next section is to present an improved version of the virtual image that is able to discriminate among images having the same spatial relationships among their objects.
1.3.2. Quantitative Virtual Images

In order to address the above-mentioned issue, we introduce a scalar value, namely (, that intuitively describes how far to the left an object A is with respect to an object B. In this case, the value of d only depends on the projections of A and B along the x-axis. The same reasoning could be done for higher/lower than relationships, by considering y-axis projections. The value ( is maximum when A and B are at maximum distance, and it decreases if A and B get closer. Of course, we need a normalized value for d so that the measure is independent of the dimensions of images and objects.
Formally, we define ( (with respect to either the x- or y-axis) as follows:
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where |A| = end(A) - begin(A) and |B| =end(B) -begin(B) represent the lengths of A and B along either the x- (resp. y-) projection, and Max represent the width (respectively, the height) of the image.
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Figure 1.7. Two objects at the maximum possible distance with respect to the x-axis

By definition, ( is a value in the range [-1, 1], since -1( (-Max+ |A|+|B|)( Max( ((1. Figure 1.7 shows two objects A and B that are at the maximum possible distance (with respect to the x-axis) within an image of width Max. For a simple notation, let us consider the Max value normalized to one. The ( measure takes into account the distance between two objects, their size, and the frame containing the objects. This means that if we scale uniformly an image, the d value remains the same. Note that if we extract two objects from a picture, the d measure is different if compared to the measure associated to the same objects within the entire picture. More precisely, the new virtual image is invariant to uniform scaling. We now consider the possible arrangements of two objects in one dimension, as shown in Figure 1.1(a)-(n). More formally, we describe the behavior of measure ( while the spatial relationships between two objects change. Starting from Eq. (1.1), it is easy to prove the following relations (with respect to the x-axis):
1. If A is on the left of B, as illustrated in Figure 1.1(a), it occurs that begin(B)>end (A), and then
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Of course, the upper bound, i.e. (=1, occurs when A and B are at maximum distance within the image.
2. If we gradually shift A to the right or B to the left, ( decreases until A is edge to edge with B, as illustrated in Figure 1.1( b). When begin(B) = end(A) it is clear that
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3. If we keep on shifting A to the right (or B to the left), A becomes partly overlapping with B, as illustrated in Figure 1(c). Because begin(B)<end(A), it is clear that
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Moreover, if |A|>|B| and end (A) = end (B), as illustrated in Figure 1.1(h), A and

B have the same end bound and A contains B, so that (=|A|/ Max.

4. When begin (A) = begin (B) and begin (B) < end (A), as shown in Figures 1.1( d )

and (i), it occurs that
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In fact, we have that begin (B) - end (A)=|A|
When we meet the above condition three different spatial relationships can occur:

4.1. A and B have the same begin bound and A contains B.

4.2. A and B have the same begin bound and B contains A.

4.3. A is the same as B.

5. From now on, as shown in Figures 1.1 ( f ), ( g ) and (n), begin ( A)>begin ( B ), thus A is partly overlapping with B, but a piece of B is on the left with respect to A and it occurs that
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Moreover, if |A| <|B| and end (A)=end (B), as illustrated in Figure 1.1( g ), A and B have the same end bound and B contains A, so that (=|A|/Max.
6. When begin (A) = end(B) as it is illustrated in Figure 1.1(e), we have that begin (B)-end (A)= - (|A|+|B|) and thus it occurs that
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In other words, A is edge to edge with B, but B is on the left with respect to A.

7. From now on as shown in Figure 1.1(m) A is on the right with respect to B, that is

begin ( A)>end ( B ) and thus
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The lower bound occurs when A is on the right with respect to B and they are at maximum distance within the image. Once the d-measure has been introduced, it is necessary to define a new similarity degree between two images. To this aim, we provide an extension of spatial operators, adding a d value to each atomic relation. Formally, to represent the spatial relationships among the objects of an image, we define Relx (resp. Rely ) as the set of 4-tuples of type (A, B, (, () such that A and B are objects of the image, ( ( {‘<’, ‘ | ’, ‘ = ’, ‘[‘, ’ ]’, ‘%’, ‘ / ’} and ( is its value of truth. Given a query and a generic image from the database, the new Sim_deg function will take into account these ( values.
Let Q=( F, G, Rel, t ) be a query and im be an image. For each 4-tuple (A, B, (, () (RelxF (resp. each 4-tuple (A, B, (, () (RelyF ) we compute the value
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which measures how similar is an atomic relation in Q to a corresponding atomic relation in im having the same spatial operator, since they may have different d values. It is worth to note that sim(A, B, (, () is not defined when there is no corresponding atomic relation in im with the same spatial operator.

Similarly, for each 4-tuple (A, B, (, () ( (Relx – RelxF ) (resp. (A, B, (, () ( (Rely – RelyF )) we compute the value
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where s=1 iff  (=(’ and s=1/2 iff  (((’

Finally, we can introduce the new similarity degree.

Definition 1.3. Let Q and imvi be defined as in Definition 1. The (-based similarity degree between Q and imvi, denoted by (_Sim_deg (Q,imvi), is defined by the following formula:
if (F(Obim) and (RelFx -Relimx) and (RelFy - Relimy) then

[image: image22.wmf]|

Re

|

Re

|

|

|

|

|

)

(

)

(

|

|

|

|

)

,

deg(

_

_

y

x

F

F

Y

X

im

vi

l

l

G

F

y

y

x

x

Ob

G

F

im

Q

Sim

F

F

+

+

+

-

+

-

+

+

+

Ç

+

=

å

å

å

å

d


otherwise
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Example 1.2 (continued). As an example, we calculate the (_Sim_deg () between the query of Figure 1.6 and each of the images of Figure 1.5. First, we compute the (-based virtual images of all the images.

Qvix={(Bunny, Butterfly,<, 0.77), (Bunny, Cat,<, 0.94), (Butterfly, Cat,<, 0.25)}
Qviy ={(Bunny, Cat, %, 0.33), ( Bunny, Butterfly,<, 0.90), (Cat, Butterfly,<, 0.80)}
Img1vix={(Bunny, Butterfly,<, 0.50), (Bunny, Cat,<, 0.67), ( Butterfly, Cat,<, 0.25)}
Img1viy ={(Bunny, Cat, %, 0.33), (Bunny, Butterfly,<, 0.67),(Cat, Butterfly,<, 0.57)}
Img2vix ={Bunny, Butterfly,<, 0.55), ( Bunny, Cat,<, 0.72),(Butterfly, Cat,<, 0.25)}
Img2viy={(Bunny, Cat, %, 0.33), ( Bunny, Butterfly,<, 0.80),(Cat, Butterfly,<, 0.67)}
Img3vix={(Bunny, Butterfly,<, 0.63), (Bunny, Cat,<, 0.80),(Butterfly, Cat,<, 0.25)}
Img3viy={Bunny, Cat, %, 0.33), (Bunny, Butterfly,<, 0.83),(Cat, Butterfly,<, 0.73)}
Img4vix={Bunny, Butterfly,<, 0.77), (Bunny, Cat,<, 0.94),(Butterfly, Cat,<, 0.25))
Img4viy={(Bunny, Cat, %, 0.33), ( Bunny, Butterfly,<, 0.90),(Cat, Butterfly,<, 0.80)}
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As expected the images in Figure 1.5 are sorted, with respect to (_Sim_deg (), in the following order: Img4, Img3, Img2 and Img1. It is worth noting that the introduction of (-measure in the virtual image gives the indexing technique more discrimination, which means more precision in the answer set. In other words, by using traditional virtual image indexing, some significant images did not appear in the answer set because they were not included in the first k relevant images, thus determining one or more false dismissals.

It should also be noticed that the similarity between spatial operators is not required

any more to compute the similarity between two images.

Example 1.3. The goal of this example is to show that using classical virtual images, some relevant images were not included in the answer set, determining false dismissals. Figure 1.8 shows a simple DB composed of 16 images, including a bird, a donkey, a lion and a tortoise. Figures 1.9 and 1.10 show, respectively, the behavior of quantitative virtual image and virtual image using the image of Figure 1.8 (r) as a query, where the user requires an answer set composed of four images.

As expected, the answer set produced by quantitative virtual image includes the image of Figure 1.8 (r) in first position, and then the images (q) , (g) and (d). Figure 1.8 (i) is not included in the answer set since it is less similar to the query than the first four retrieved images. On the contrary, the answer set produced by the virtual image approach contains the images of Figure 1.8 (d), (g), (i) and (q), all with the same similarity degree equal to 1, while Figure 1.8 (r), namely the query itself, is not included. Although the similarity degree between the query and Figure 8 (r) is obviously equal to 1, this image is not even taken into account since the images (d), (g), (i) and (q) are considered first so that the answer set is already full (four images have been required ).
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Figure 1.8. An image DB
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Figure 1.9. Query image and answer set including the first four relevant images
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Figure 1.10. Query image, answer set including the first four relevant images and first false dismissal

1.4. Conclusion

This chapter presents an improvement of an iconic indexing technique, namely quantitative virtual image, in order to obtain better performance in terms of precision in the answer set. The new technique introduces a quantitative measure of truth for each atomic relation, making the system capable of providing a higher discriminating power. The new index is more efficient and reliable than the virtual image in terms of false dismissals.
We are presently addressing the problem of introducing a modifier for the formulation of fuzzy predicates, such as very, more or less, not, allowing queries that are more flexible in terms of user uncertainty. Finally, we will also include temporal metrics in the virtual image to allow for spatial and temporal reasoning, in order to extend the methodology to video indexing.
Chapter 2
ABI: Analogy-Based Indexing for Content Image Retrieval 
2.1 Introduction
Morphogeometric-based metrics are not always appropriate as high-level content description of images as well as a tool to express complex queries. People often recognize two pictures as similar because they share relational predicates rather than objects attributes. In particular, images can be related because they are analogue. Scientists, for example, use analogies to trace art influences across different paints. In this chapter, we focus on analogue relationships between groups of objects. The model we propose combines primitive properties by means of a logical reasoning engine to produce a hierarchical image description. Each picture is decomposed into its spatial relations (physical layer), cognitive relations between objects within a group (group layer), and relations between groups (meta-group layer). This new Analogy Based Indexing (ABI for short) for Content Image Retrieval, allows users to express complex queries such as search for functional associations or group membership relations. A proof-of-concept prototype is also discussed to verify the precision and the efficiency of the proposed system. Furthermore, an embedded visual language enables pictorial queries composition and simplifies image annotation. The experimental results show the effectiveness of ABI in terms of precision vs. recall curve diagrams.

High-level perceptual processes synthesize low-level object features into high-level structures. People recognize basic categories [108], but changes in internal configuration and individual variations are irrelevant. We recognize groups of humans regardless of whether they are sitting or standing, they are driving or walking. Often physical attributes are insufficient to describe complex relations. Pictures are often related to each other because of their analogies rather than their similarities. As stated by Gentner [47]: “The difference between analogy and similarity is that in the former, only relational predicates are shared, whereas in literal similarity, both relational predicates and object attributes are shared”. Figure 2.1 shows an example of analogue objects. The left image communicates to our perceptual system a strong group relation in terms of dimension, the same attributes expressed by the picture containing circles. 
[image: image112.jpg]



Figure 2.1. The three boxes express a strong “dimension” relation.
Analogy plays a crucial role when we compare two pictures. Figure 2.2 shows another example of visual analogy. The three pictures actually contain different objects but there is a strong correlation due to spatial arrangement and size relations.
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Figure 2.1. Different objects are related together because they are analogue

In our daily life, we visually associate things just because they make sense when grouped together. These kind of functional/mechanical associations are another example of analogical similar as shown in Figure 2.3.
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Figure 2.2. Example of analogue objects

The previous examples, just highlight how important is to address visual analogies in image indexing techniques. However, content-based image retrieval is still an open challenge for researchers. Today we classify indexing methods in three main categories [35,36] based on the relation complexity they express:

· Level 1: retrieval by primitives

· Level 2: retrieval by logical features

· Level 3: retrieval by abstract attributes
An interesting aspect somehow not captured by previous techniques is the concept of similar because analogue. In particular in our system two picture are analogue if they are similar in terms of group relatations (such as homogeinity, cardinality, group spatial arrangements etc.) and group memership attributes, even if objects contained in a picture differ in terms of semantic, color, shape and pattern. This particular aspect is the goal of this work and the reason why we are introducing the analogy-based indexing technique. Raghavan [53] discusses the gap between levels 1 and 2 and group together levels 2 and 3 into a semantic image retrieval definition. The analogical-reasoning index we are presenting belongs to the semantic level. As basis of our work, we adopted the Virtual Image (VI for short) [24] as first indexing mechanism. It is interesting to note that, ABI supports any iconic indexing methods based on spatial relations and in general based on morpho-geometrical features due to the layered architecture we used to describe pictures. 

2.2. Related Works 
In the last decade, researchers proposed different content-based systems. Each of them provides a solution to a particular problem or characterizes a certain type of features. In general, we classify query types into three levels of complexity [36]:

· Level 1: retrieval by primitives

Systems based on retrieval by primitives use spatial information (and color, texture, or shape) details to retrieve similar images. Probably the most famous projects are QBIC [46] and Virage [55]. However physical information is not always sufficient to capture complex relations such as analogies between objects. 

· Level 2: retrieval by logical features

This level introduces some logical inference to derive object properties and to infer object identity. An interesting approach is discussed in [58]. The IRIS system uses morpho-geometrical information to derive a textual description for a given image. The text can be successively input to any text retrieval system. 

In the FourEyes [81] the user itself annotates the selected regions of an image. Successively semantic labes are applied to areas with similar caractheristic. FourEyes is also capable of improving its performance with user feedback. 

The semantic visual template introduced by S.F. Chang [113] represents another example of user interaction for image recognition. The user is asked to identify a possible range of morpho-geometrical features (e.g colour, shape, motion parameters) to express the query (for example a prey-predator scene), which is incrementally refined and finally stored in a query database for later use. 

Grouping objects is a necessary precursor to object recognition [45] and this concept is not directly addressed in previous solutions. Other researchers, in fact, focused on group interpretations.

In Feldman [44] groups are cast into a formal language with its own rules of construction and interpretation. The problem of image recognition is projected into the context of logic programming, which considers how logical structures can be computed. Feldman also uses a dot world [45] to build a prolog prototype that recognized similarity between pictures composed of points. The system recognizes geometric properties such as collinearity, coincidenty between dots and builds the so called qualitative parse tree that represents the group interpretation. Successively the system uses this structure to perform similarity matching among the other parse tree.

A different approach is presented by Goldstone [51], where similarity means establishing alignments (e.g. distances) between the parts of compared entities. A localist connectionist model is used to compute correspondences between scene parts, and these units mutually influence each other according to their compatibility. 

Jacobs [66] presents a method of grouping edges. The system, called GROPER, uses groups to index into libraries of objects. More precisely, it begins by locating edges in an image using an edge detector algorithm. Successively, it finds connected or nearly connected lines that form convex curves. Convex groups come from a single object with a high probability, and provide useful hints for further grouping. However, this information can not be distinctive. Thus, GROPER calculates a measure of likelihood for any pair of convex contours to estimate the probability they come from the same object. Finally, it extends these pair of contours when necessary, by adding additional convex contours.

A similarity measure based on the isomorphism between represented similarity and corresponding shape similarity is presented by Eldeman [37, 38]. The proposed model is trained (using a distributed network) to recognize relevant object components belonging to the same shape space. Such training is also useful to recognize different views of the same object. An object prototype corresponds to a high-level description and overcome variability in the object’s appearance caused by different factors such as pose and illumination. Thus, a shape is represented by its similarity to a number of reference shapes, measured in a high-dimensional space of elementary features.

Enser [38] introduced a four-category framework. The author discusses a subject access system for pictorial data and discusses the limitations of methods based on linguistic attributes.

To elaborate a hierarchical image representation, Schlüter [109] proposes a contour grouping based on a subset of Gestalt principle such as proximity, symmetry, closure, and good continuation. The bottom level is represented by object segments, where contour segments are approximated by parametric models like lines or elliptic arcs, provided by an initial segmentation process. Each segment is analyzed and grouped according to symmetry and parallel attributes. Moreover, the concept of areas of perceptual attentiveness is introduced to model spatial attributes such as orientation differences, gap length etc. Other example of content-based retrieval systems are Excalibur [43], Photobook [100], Chabot [87], MARS [63], Informedia [115], Surfimage [86], Netra [75], Synapse [103].

· Level 3: retrieval by abstract attributes

This level uses complex reasoning and sometimes-subjective judgment to provide a link between image content and the abstract concepts. An example of retrieval by abstract attributes is presented in [68]. Kato introduces a system to retrieve images evoking a particular mood. For example, they distinguish between colours that are perceived to be warm or cold. However tools that fall in this category are not well defined because they mostly rely on a personal judgment to classify and recognize semantics.
2.3. Image Description Layers

Browsing a database to find a picular picture could be impratical when the number of images are particularly high. For example, the number of pictures on the Web is estimated to be between 10 and 30 millions [110]. However, organizing objects in high-level structures simplifies the search problem. As shown by Grimson [52], the expected complexity of recognizing objects in an un-segmented, cluttered environment is exponential in the size of the correct interpretation.

The system proposed in this chapter is based on the extended Virtual Image (VI) [24]. The interest of using VI as an iconic index is essentially motivated by the possibility of exploiting traditional database techniques for the solution of pictorial queries. Moreover, VI is well-suited for defining a similarity measure between images, used for the similarity retrieval with inexact matching that is flexible and easy to compute efficiently. To capture the fuzzy nature of spatial arrangements of objects, for the similarity degree between a query imgq and a virtual image imgr we take into account the fact that pairs of objects of imgq possibly have different spatial relations in imgr, although imgq and imgr have similar visual contents. The similarity degree between a query imgq and a imgr denoted by sim_deg(imgq,imgr), is computed according to a formula that considers how many objects of imgq are contained in imgr and how similar spatial relations are found in imgr with respect to those of imgq, and returns a value in the range [0, 1]. The extended VI also takes into account quantitative information between similar relations, to provide a more precise answer set.

The limit of spatial based techiniques is essentially the impossibility of describing more complex relations such as analogies between pictures. This limitation is solved by introducing a hierarchical image description as detailed in the following. 

To quote Riesenhuber [106] “The classical model of visual processing in cortex is a hierarchical of increasingly representation”. We defined three object description layers corresponding to a different image index (see Figure 2/4). Note that this model combines primitive and logical information.
[image: image113.jpg]



Figure 2.3. The three layers used to describe a picture

Objects are described at different levels of abstraction. Spatial relations represent the lowest and simplest level. In the medium level, spatial relations are used to infer group membership (by looking to relative positions, size, etc.) as detailed in the next section. Finally, group attributes (such as homogeneity, cardinality, etc.) complete the image description, providing a hierarchical view of a scene as depicted in Figure 2.4. In particular, the three layers synthesize the following information:

· Meta-group Layer

A group is an object itself. It has a dimension and can be identified by spatial coordinates. We consider the minimum-bounding rectangle containing all the elements and introduce an additional VI to describe group physical information. This index also stores group homogeneity and cardinality. Spatial information is stored by means of a second level VI (basically a VI description for groups instead of single objects).
· Group-layer

The Group Layer index captures relations among the elements of a group. Different factors determine the association of an object to a group: morph-geometric similarity, functional association (for example a locker and a key), spatial proximity, etc [58]. In the current system basic relations, such as relative size and position, are annotated.

· Physical Layer

The last layer, named the Physical layer, contains spatial information, and is modeled using the original VI approach. 

This hierarchical image description allows users to compose high-level queries. Suppose for example a user wants to retrieve pictures of preys and predators. The first step is to formalize group attributes of interest (in the prototype this can is done by selecting the proper relation from a given palette and dragging it over two or more objects). The user can also define physical constraints such as spatial arrangements. We are also currently investigating cross-layer interrogation (e.g. use a combination of the three layers). For this reason, we will particularly focus our discussion to the use of the first two layers (the reader can refer to [24] for more detailed information on the physical layer indexing methodology).

2.3.1 Meta Group Layer

The meta group layer models group relations rather than object features. To capture these relations, we introduced a second level VI. An example is depicted in Figure 2.5.
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Figure 2.4. An example of second level VI

A group can be considered as a meta-object with its own spatial information. We use the VI similarity degree introduced in (1), named Group_Sim_Deg [24] to capture physical group similarity (e.g., spatial arrangement of groups). Groups can be also compared in terms of homogeneity and cardinality. The following definitions help to summarize the concepts presented in this section.

Def 2.1. Group Cardinality - The group cardinality GCard (r) for a given group r is the number of elements composing the group 

Def 2.2. Group Homogeneity - The group homogeinity GHom (r) for a given group r is 

GHom (r) = 1/ number of different objects in r


 (1)
Cardinality and the homogeneity allow us to formulate a “cognitive” distance (other attributes may be introduced as well, but cardinality and homogeneity are sufficiently rich to explain our model). More precisely, we define:

Def 2.3. Perceptual similarity – Given a query image imgq, containing m groups, and a generic picture imgr, containing n groups, we define Gq (resp. Gr) as the imgq (resp. imgr) group set. Now we compare each group g ( Gq of the query image imgq to all the groups of the image imgr producing the following set:
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(2)

Since we are interested in the best match possible, we define:

MG(g) = min(X(g)) 



(3)

In other words, we select the group of Gr that is the most similar to g in terms of cardinality and homogeneity. We can now define the perceptual similarity as 
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(4)

Note that p_sim tends to 1 when two picture are similar (in terms of groups) and tends to zero proportionally to how the pictures are (group) dissimilar. However, groups are objects themselves and can be also described in terms of spatial relations. 

Def 2.4. Meta-Group Similarity - Let imgq and imgr be two distinct images. The meta-group similarity distance is defined as:
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(5)

The meta-group similarity is defined in the interval [0,1] and is equal to 1 when two pictures have groups sharing the same cardinality and homogeneity and the groups are equally arranged in the space. Note that the Sim_deg(imgq,imgr) is also defined in the [0,1] interval. 

In our prototype, pictorial queries are translated into a sql-like language. In particular we add a cluster-by clause to define the target layer and a restrict-to clause to specify which (annotated) relations need to be satisfied. The reader can notice that Figure 6 displays a group of checkboxes (used layers). Those options are part of a cross-layer interrogation we are currently investigating and thus will be not discussed in this chapter (more details about the ABI prototype are provided in the next section). 
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Figure 2.5. The query composer screenshot

As an example, we query a sample database composed of one hundred pictures using an image consisting of two chess pieces. The associated query is outlined in the following:

Select analogue(chess_pic) 

From imageCollections

Restrict to class[*], functional [*]

Cluster by [metagroup, group]

The first step is to find a group composed of two homogenous objects (note that we are looking for images containing one single group of objects, so spatial information are not particularly significant). An example of such an image with respective Meta_sim_deg is illustrated below.
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This first picture has thus maximum similarity (in terms of meta-groups) with respect to the input query, representing two chess pieces. In fact, they both have two homogeneous objects in a single group. The other images are ranked as outlined in Figure 2.7 (see also sample database in Appendix A) . 
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Figure 2.6. The first answer set is sorted by taking into account meta-group information

The information stored in the meta-group layer do not capture relations existing between objects within the same group. These attributes are considered in the next section.

2.3.2 Group Layer

While the meta-group layer describes relationships among groups, in this layer information between elements of the same group are considered. Grouping is a necessary precursor to object recognition. Different factors promote an element to be part of a group: morpho-geometric similarity, functional association, spatial proximity etc [58]. As an example a group could express functional relation between two or more entities as shown in Figure 2.8.
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Figure 2.7. An example of functional relation
 The ABI architecture, as illustrated in Figure 2.9, includes a very simple module to extract annotated relations (one of our next goal is to reduce the need of manual description using a supervised algorithm that will replace the user during the group segmentation). The three evaluators (e.g., meta-group, group and physical) use the meta-description to build the final answer set. 
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Figure 2.8. The ABI architecture.
To ease the annotation process, we provide an iconic language (relations can be also modeled according to the target domain) to annotate and/or interrogate the system. In Table 2.1 a set of relation with iconic representation is illustrated; note the relation “A and B express a functional relation” could provide several options (mutually exclusive) that a user can choose. In our prototype, we provide three different types of function relations: sentimental, functional or mechanic. Of course, such a relation can be customized according to the user needs.
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	A and B express a functional relation: sentimental (parental) or functional or  mechanical
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	A and B are generically in the same group 
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	A and B are in the same group, but expresses opposite concepts
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	A is bigger than B
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	A is as big as B
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	A and B have the same color
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	A and B have the same pattern
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	A and B have the same shape
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	A and B are close to each other
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	Negate a relation


Table 2.1 A set of iconic relations.
Objects within a group can be characterized by different relations (and a relation can be recursively applied to more than two objects). For instance, three poker cards a, b, and c might describes the same group and yet possess different group relations (e.g. a and b have the same color and c and b have the same shape). The current annotation process and the query composition are done in the ABI prototype by using the so-called relation palette (see Figure 2.10).
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Figure 2.9. The relation palette in the ABI prototype
Note that each relation can be enriched by introducing textual information. A yellow icon indicates that quantitative information is specified (in Figure 2.11 for example we annotated a function relation providing a textual description). 
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Figure 2.10. The user describes the objects characterizing the query by means of a visual interface.
The similarity formula introduced at this layer, measures the number of requested relations actually found in a target picture. 
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 we define the sets R(g) and R(g’) of functional relations, which contain user defined relations that characterize the group. 

For each 
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 EMBED Equation.3  [image: image62.wmf]we find the group 
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Def 2.5. Group Similarity - Given two pictures imgq and imgr , their group similarity degree is defined as:
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(6)

The group similarity, defined in the interval [0,1], is in fact an average value computed such that for each group in the query picture, we look for the group in a target image that maximizes the similarity in terms of relations. 

Group relations are cast into strings and encapsulated into a “group” VI (an extended VI in our prototype). For example, the extend VI for Figure 2.8 is

VI= {locker<key;key<locker; locker funcAss key;} 

To continue the query example illustrated in the previous section, we now refines the answer set by measuring group similarity. The system extracts the relations annotated by user by means of the relation palette above introduced (see Figure 2.10):

· Size: the leftmost object is smaller 

· Relative positions: proximity relation

· Inverted relations. (the first object is bigger than the second and two objects are not close)

As an example we illustrate the ABI behavior using as query the image representing two chess pieces.
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 (there is no exact match because the two apples are close but they are approximately the same size). Figure 2.12 summarizes this new intermediate answer set  (see also sample database in Appendix A). 
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Figure 2.11. As second step, the answer set is refined according to group distances.

2.3.3 Analogical similarity degree 

We have now all the elements to define a normalized analogy degree that includes meta-group, group, and physical layers. 

Def 2.6. Analogue similarity Let imgq and imgr be two distinct images (respectively the query image and a generic picture). Their analogue similarity A_sim is defined as:
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(7)

where k, y, j can be either 1 or 0, depending on which kind of information (meta_group, group and physical) is required in the query. For example, if k and y are equal to zero the formula is reduced to the original VI. The analogue similarity is 1 when imgq and imgr perfectly match in all the required sub-formulas. It is interesting to remark that ABI supports any iconic indexing similarity measure based on spatial relations and in general based on morpho-geometrical features. In other words, in equations (6) and (8) sim_deg can be replaced by any iconic indexing similarity measure.

The answer set illustrated in the previous example, looks as follows when the analogue similarity measure is computed: 
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The final answer set appears in Figures 2.13, in which similarity degree values are labeled, and Figure 2.14  (see also sample database in Appendix A).
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Figure 2.12. The final similarity degree values.

[image: image73.png]



Figure 2.13. An example of ABI answer set

It is interesting to compare the previous results to a classic metric based on morpho-geometric features such as VI. Physical metrics cannot capture analogy in objects. In fact, the original VI similarity degree (def 2.1), only considers the pictures with chess pieces. Successively spatial relations will contributes to the final answer set (see Figure 2.14). In Figure 2.15, for example, the reader can compare the answer set provided by a classic pictorial index such as VI.
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Figure 2.14. Physical attributes are not sufficient to capture underlying similarity between objects. 
The VI technique clearly provided a meaningful set of similar objects. However the reader can notice that object identity is not always a good method to find similarities. In Figure 2.15, for example, many different objects resemble the original query and not all of them are chess pieces.

Another interesting aspect we can analyze is what happens if we request only group relations to be satisfied. The idea behind the group layer is to provide a way for users to find pictures sharing the same functional relations or group membership regardless of meta-group characteristics. An example would be: “find scenes of prey and predators”. The user might not be interested in group homogeneity or its cardinality (it might be interested in a lion chasing a zebra or a lion chasing a group of zebras, or an eagle chasing a rabbit). However, our tests show that if custom relations are specified (e.g. prey-predator, tableware object etc.), better results are provided when the system is queried using only group-layer attributes. The current prototype, in fact, includes only basic group relations such as proximity or size-related information. Since those attributes are generic, the answer will be generic as well. For example, the same query, i.e. chess pieces, will provide the following result if restricted to group-layer attributes (see section 2.3.2 for the list of group attributes used in this query) as illustrated in Figure 2.16. 

[image: image75.png]CLANTRAN ) o
Al =157 = 0e





Figure 2.15. An example of group-layer query.

2.4. ABI Evaluation

Museums and art galleries are two good applications for our system. Find analogue picutures could help scientists to trace art influences across different paints or help museum visitors to look for analogue pictures that appeal their tasks. Another application for analogy-based indexing are the media. Today, media operators have access to huge image archives of photos used to illustrate magazines, newspapers, etc. Find analogue pictures (for example to choose the best image for an advertisement campaign preserving the semantic meaning) could be hard if no automated process is provided. Express semantic information in terms of primitive image features in not a simple task, and still a major research challenge [2], and the limitation of efficient retrieval techniques still limit content-based retrieval system [2.8]. 

In order to assess ABI’s performance we tested it on a real database composed of about 2000 256x256 images at 24 or 8 bits/pixel including the following categories: tools, animals, human faces, CT-scans, landscapes and art images.

Five different users (an architect, a radiologist, a psychologist, a semiologist and an art criticist) have been asked to conduct an empirical evaluation of the proposed system, selecting pictures from a given database. The database we use has grown over the time by accumulation and basically consists of the Smeulders dataset [48] and the Sclaroff dataset [111, 112] plus additional images from our own test dataset. 

There are several measures of the effectiveness with which images are retrieved. In order to assess the performance of ABI, the precision vs. recall curve [108] has been considered. Figure 2.17 shows ABI performance in terms of its precision vs. recall curve diagram. 
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Figure 2.16. ABI Precision and Recall curve diagram.

The experiment has been made by averaging the results for 5 different query images as the answer set size varies from 5 to 25. As can be seen, the system precision is high for high recall values indicating only significant images are retrieved.

Figure 2.18 shows a sample answer set: the query contains a single group containing two homogeneous entities where users easily recognized an “affective” relation. Note that the functional relation characterized in this experiment can be one of the following: parental or affective, master/slave (prey/predator), mechanical (key/locker, fork/knife). This list can be specialized and/or customized based on the particular search mechanism we want to implement. The reader can notice that the last two images in Figure 2.18 are composed of three heterogeneous elements (the group has a different cardinality with respect to the input query) and thus they are ranked with a lower similarity value. 
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Figure 2.17 A sample query result from a standard image database

The reader can also notice that ABI retrieved an answer set composed of heterogeneous pictures (in terms of chromatic content), yet strongly correlated each other.

2.5. Conclusions and future works

The hierarchical scene description supports a more efficient pictorial search. Users can compose high-level queries and retrieve images that share group and functional relations. In particular, we enriched the original VI index introducing new similarity measures combining both low and high-level picture features.

We have many open questions we want to investigate as part of our future works. The annotation process is still a problem. Sometimes is based on personal judgments, and thus no standard rules can be used. A similar problem can be found today on the web. Millions of pages are everyday classified and categorized by automatic algorithms. We think that a good approach will be the introduction of valuators that dynamically adjust descriptions based on user feedbacks. 

We used basic attributes (such as relative orientation, position, size etc) but for example colors are not currently evaluated as cognitive message. Part of our future work will address a more detailed image description and a definition of a list of standard attributes.

Another aspect we want to focus on is the reasoning module provided in our architecture to simplify the group segmentation in a semi-automatic fashion. 

Chapter 3
Content Image Retrieval: A New Query Paradigm Toward Analogy based Indexing

3.1 Introduction

High-level perceptual processes synthesize low-level object features into high-level structures. People recognize basic categories [107], but changes in internal configuration and individual variations are irrelevant. We recognize group of humans regardless of whether they are sitting or standing, they are driving or walking. Grouping is a necessary precursor to object recognition [45]. 
[image: image114.bmp]
Fig. 3.1 The three boxes express a strong “dimension” relation

Often physical attributes are insufficient to describe complex relations. The example depicted in figure 3.1 shows that similarity is not only limited to morphologic object attributes. The three boxes in the left image communicate to our perceptual system a strong group relation in terms of dimension, the same attributes expressed by the picture containing circles. The rightmost image even if contains boxes does not capture the underlying relations expressed by the leftmost image. Moreover organizing object in high-level structure simplifies the search problem. As shown by Grimson7, the expected complexity of recognizing objects in an un-segmented, cluttered environment is exponential in the size of the correct interpretation. 

Different approaches for high-level objects descriptions have been presented in the last decade. According to Feldman [44] group interpretations are caste into a formal language with its own rules of construction and interpretation. The problem of image recognition is projected in the context of logic programming, which considers how logical structures can be computed. Feldman also uses a dot world[45] to build a prolog prototype that recognized similarity between pictures composed of points. The system recognizes geometric properties such as collinearity, coincidenty between dots and builds the so called qualitative parse tree that represents the group interpretation. Successively the system uses this structure to perform similarity matching among the other parse tree.

A different approach is presented by Goldstone[51], where similarity means establishing alignments (e.g. distances) between the parts of compared entities. A localist connectionist model is used to compute correspondence between scene parts, and these units mutually influence each other according to their compatibility. 

Jacobs[66] presents a method of grouping edges. The system, called GROPER, uses groups to index into libraries of objects. More precisely, it begins by locating edges in an image using an edge detector algorithm. Successively, it finds connected or nearly connected lines that form convex curves. Convex groups come from a single object with a high probability, and provide useful hints for further grouping. However this information can not be distinctive. Thus, GROPER calculates a measure of likelihood for any pair of convex contours to estimate the probability they come from the same object. Finally, it extends these pair of contours when necessary, by adding additional convex contours.

A similarity measure based on the isomorphism between represented similarity and corresponding shape similarity is presented by Eldeman[37,38] et al. The proposed model is trained (using a distributed network) to recognize relevant object components belonging to the same shape space. Such training is also useful to respond equally to different views of the same object. An object prototype corresponds to a high-level description and overcome variability in the object’s appearance caused by different factors such as pose and illumination. Thus, a shape is represented by its similarity to a number of reference shapes, measured in a high-dimensional space of elementary features.

To elaborate a hierarchical image representation, Schlüter[109] proposes a contour grouping based on a subset of Gestalt principle such as proximity, symmetry, closure, and good continuation. The bottom level is represented by object segments, where contour segments are approximated by parametric models like lines or elliptical arcs, provided by an initial segmentation process. Each segment is analyzed and grouped according to symmetry and parallel attributes. Moreover, the concept of areas of perceptual attentiveness is introduced to model spatial attributes such as orientation differences, gap length etc. 

The surveyed works represents a valid answer for the object recognition problem. However, they do not provide a method to integrate high-level image descriptions into a pictorial index. On the contrary, our work focuses on the combination of high and low level image decomposition in order to provide a framework where users can express complex relations like functional relationships as well as low-level query constraints like spatial relations. As basis of our work, we adopted the Virtual Image2 formalism and we extended the original similarity metrics. In the current implementation, a picture description is fragmented in three different layers. The lowest level contains spatial relation information, while in the highest layer we describe an image in terms of group relationship. It is important to note that the presented framework is not heavily coupled with respect to the adopted metric. In theory, different measures can replace the current implemented framework. 

The new proposed index supports a more efficient pictorial search, improving the underlying query mechanism providing a query-by-analogy paradigm (QBA for short). The QBA framework can support any iconic indexing method that is based on spatial relations and in general based on morpho-geometrical information. In fact, we provided operational metrics definition that can encapsulate different iconic indexing formalisms. Moreover, we designed an iconic language to easily express searching criteria as well as simplify the annotation process. 
3.2. Hierarchical Image description
 To quote Riesenhuber[106] “The classical model of visual processing in cortex is a hierarchical of increasingly representation”. We defined three object description layers corresponding to a different image index (see figure 3.2).

· Meta-group Layer

The Meta-group layer index is composed of a second level virtual image. A group it is an object itself. It has a dimension and can be identified with spatial coordinates. We consider the minimum-bounding rectangle containing all the elements and introduce an additional virtual image, named the second level virtual image, to describe group physical information. This index also stores group homogeneity and cardinality.

· Group-layer

The Group Layer index captures relations between the elements of a group. Different factors determine the association of an object to a group: morph-geometric similarity, functional association (for example a locker and a key), and spatial proximity etc [62]
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Fig. 3.2. The three layers used to describe a picture

· Physical Layer

The last layer, named the Physical layer, contains spatial information, and is modeled using the original VI approach. 

This hierarchical image description allows users to compose high-level queries. For example, suppose we are browsing a database containing pictures of animals. We can search for pictures with a group of preys and predators. The answer set can be refined, for example, specifying what kind of predator we are interested. Note that the above layers do not depend on the underlying similarity metric. This means that we can easily replace the virtual image description with another formalism that integrates spatial and/or morpho-geometrical information. In the following sections, we presents a detailed descriptions for each layer we introduced.

Meta Group Layer

The meta group layer models groups relations rather than object features. To capture these relations, we introduced a second level Virtual Image. An example is depicted in figure 3.3.
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Fig. 3.3 An example of second level virtual image
A group is considered a meta-object with its own spatial information. Thus, the original VI formalism is well suitable. However, groups can be also compared in terms of homogeneity and cardinality. 
More precisely, we define:
Group Cardinality - A group cardinality GCard (r) for a given group r is the number of elements composing the group 

Group Homogeneity - A group homogeinity GHom (r) for a given group r is  

GHom (r) = 1/ #different objects in r

The meta-group similarity metric is calculated in two different steps:

Meta-Group Similarity Metric - Let imgq and imgr be two distinct images. The group similarity distance is defined by the following steps:
· Collects the pictures that have the same number of groups and calculates the distance in terms of cardinality and homogeneity for each group in imgq and imgr. More precisely, compute the following
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where i,j are two groups in imgq and imgr.

In this layer each group is considered  a generic object (for example, we do not recognize groups of dogs and cats, but only groups of elements). We are interested in generic collections of objects that are similar in terms of number of elements they are composed of as well as their class homogeneity. In fact, given a group i from the image imgq what we want to do is to find the corresponded group j in imgr that minimize this distance regardless of its identity.

· Sort all pictures having the same rank, using a similarity metric. In our case, we calculate that by using the original sim_deg.
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It is important to note that, this operative definition allows us to use any spatial metric we want. As an example, suppose we are interested in images analogue to figure 3.4.

[image: image117.emf]
Fig. 3.4. Two groups of geometric figures.
For simplicity, the database is composed of few sample images as shown in figure 3.5.

[image: image118.emf]
Fig. 3.5. A subset of images extracted form the QBA database

We now compute the similarity degree step-by-step.

1. Collects the pictures that have the same number of groups. Let us limit our discussion to the first 5 retrieved image for simplicity. (see figure 3.6)

[image: image119.emf]

Fig. 3.6.  A first raw answer set

2. Calculate the meta-group distance
[image: image120.emf]
Fig.3.7. The meta-group formula results.

According to this distance, the pictures are sorted as depicted in figure 8.

[image: image121.emf]
Fig.3.8.  The new answer set, sorted according to first step of the meta-group similarity measure 

3. [image: image122.emf]Sort all pictures having the same rank, using a spatial  metric 
Note that the notion of object in this layer is projected into the notion of meta-object (e.g. a group). In fact, the previous answer set is synthesized as shown in figure 3.9. 




Fig.3.9.  Objects are grouped into generic elements.
In this case, we have three different images with rank 1. The sim_deg  provides a new answer set (see figure 3.10).
[image: image123.wmf]
Fig. 3.10. An example of meta-group answer set
Group Layer

Physical attributes are often insufficient to recognize and classify objects. In fact, grouping is a necessary precursor to object recognition [45]. A group expresses relation between two or more entities as shown in figure 3.11.
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Fig.3.11. An example of functional relation
While the meta-group layer describes relation among groups, in this layer information between elements of the same group are stored.

Different factors promote an element to be part of a group: morpho-geometric similarity, functional association, spatial proximity etc [62].
However, it is not a goal of this work to focus on the description of all possible attributes that influence our perception when we visually group elements. The QBA prototype we present uses basic relations according to the target domain. However new relations can be easily introduced and customized.

The model we propose is domain-oriented system. That is, the relations will be used to match pictures depends on the target domain. This not limits the application of this new image index, but simplify the description of our work. 

For each object, we annotate a set attributes (according to the modeled domain) during the segmentation process (this annotation can be substituted with supervised algorithms). In the implemented prototype, we introduced an iconic language that simplifies both the annotation and the query process. In particular let A and B be two objects. The iconic relations we modeled are summarized in table 3.1. Note that the last three icons are an example of customized relation according to domain we will introduce in our examples
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	A and B express a functional relation
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	A and B are generically in the same group 
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	A and B are in the same group, but expresses opposite concepts
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	A and B are not in the same group 
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	A and B are partially in the same group
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	A is bigger than B
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	A is as big as B
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	Predator- prey relation


Table 3.1.  A subset of iconic relation. 

The annotation process and the query composition as well, are done by using the so-called relation palette. (see figure 3.12)
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Fig.3.12. The relation palette in the QBA prototype

The annotation process is done by using the same set of iconic relations. In the QBA prototype a user can specify different details for a picture. In fact, each relation can be enriched by introducing quantitative information. In the implemented prototype a when a relation icon displays a yellow background means that quantitative information are specified (see figure 3.13).
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Fig. 3.13.  An example of annotation process in QBA

These relation are captured using the following metrics. 

Group Similarity Metric - Let q and img be two distinct images (respectively the query image and a generic picture). The group similarity distance is defined as follow:
· Find all the pictures that have one or more relations as specified in the query. Sort the answer set (in a increasing order) according to the following formula 
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where #satisfied(img) is the number or relation requested in the query and present in the image, whereas #requested(q) is the number of the requested relations. To check if a relation is satisfied, we can control the associated annotation (an extended VI annotation containing also group relation IDs). In this example the extendVI is  VI= {locker<key; locker funcAss key;}

· Sort all pictures having the same rank, using a similarity metric. Also in this step, we use the virtual image formalism.
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Following the previous example, we can compose a query specifying that we are interested in all the analogue pictures that matches meta-group and group relations as shown in figure 3.14.
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Fig. 3.14. A group query composition
We now compute the similarity degree step-by-step.

1. [image: image128.png]


Find all the pictures that have one or more relations as specified in the query




Fig. 18.15. A first raw answer set

2. Calculate  the group similarity 
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Fig. 3.16. The group formula results

The new answer set is the following
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Fig. 3.17.  The new answer set, sorted according to first step of the group similarity measure 
3. Sort all pictures having the same rank, using a simiarity metric. Similar to the previous layer, the image are synthesized as follow 
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Fig. 3.18. An example of meta-group answer set


The final answer set, provided by using the sim_deg,  is depicted in figure 3.19. 

[image: image132.png]



Fig. 3.19. An example of meta-group answer set
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In the current QBA prototype we included some customized relations, such as the prey-predator attribute. This relation allows a user to retrieve picture analogue to figure 3.20. 

Fig. 3.20. A group of preys and predators

As a result, the system provides the following images 

[image: image134.bmp]
Fig. 3.21. Two images that expresses a prey-predator relation

Physical Layer

The spatial information embedded in a real image is represented in a relational format and the spatial relations among its objects are explicitly expressed. The interest of using virtual images as an iconic index is essentially motivated by the possibility of exploiting traditional database techniques for the solution of pictorial queries. Moreover, virtual images are well-suited for defining a similarity measure between images, used for the similarity retrieval with inexact matching that is flexible and easy to compute efficiently [24]
Essentially, we can query the system using only physical information. This case is similar to a classic interrogation using the VI. 

3.3. Conclusions and future works

The hierarchical scene description supports a more efficient pictorial search. Users can compose high-level queries and retrieves images that shares group and functional relations. In particular, we enriched the original virtual image index introducing new similarity measures combining both low and high-level picture features. Our future works, will address the query by analogy paradigm in multimedia. More precisely, we will extend our methodology to video interrogation. In the current prototype, images are manually annotated. However, the introduction of a supervised algorithm can simplify this process. Part of our future work will be the definition of a semi-automatic methodology to mine high-level relations. 

Finally, we will improve our current prototype, in order to provide a more detailed evaluation of its precision in retrieving analogue images as well as evaluate its usability.


Chapter 4
Automatic generation of Web Mining Environments
4.1 Introduction
The World Wide Web is a collection of electronic documents whose size is growing exponentially. This makes difficult for users to find useful information. The web provides an enormous resource for many informational topics but does not provide a good means to find the information relevant to specific user interests [95]. Thus, the demand for advanced tools has increased. The first approach to tackle this problem is the definition of the search engine [10, 11, 122, 117]. There are dozens of these tools, each with its own interface and its own conceptual standard [15]. As a result, users are forced to repeatedly try their queries across different web engines. To achieve this, they have to adopt their information-seeking behavior again and again to the different search mechanisms. Furthermore they receive many responses that are irrelevant, outdated or unavailable, requiring an interactive selection of useful information. Every search engine uses its own database and, as consequence, the same queries produce different results using different engines. So-called meta-searchers represent the next generation of search engines. By providing a unified interface for web documents, they are yet other search engines with no learning capability and no automated data extraction mechanism [10,93]. Furthermore, once a web document has been retrieved, they do not provide means for automatically extracting information eliminating or reducing the need of interactive information extraction. 

This chapter focuses on the description of the general architecture of a domain-specific web-mining environment (WME) and of the Web Mining Environment Generator (WMEG) that allows naive users to give a domain specification and automatically generate the corresponding WME. Basically, a Web Mining Environment allows a user to interact with the web as if it were a database for a specific application domain. It uses a database system as a local cache and interacts with the web anytime queries cannot be satisfied locally. The web results are then structured according to the schema of the local database, stored and presented to the user. A database contains the actual data and/or a set of function pointers and addresses for extracting the data from the web. The latter are also used to keep track of the data sources for updating and consulting purposes. 

To extract the right data from the web, a WME uses a web search engine, a Web Engine Filter (WEF), a Data Source Pre-processor (DSP) and a Heuristic-based Information Extraction System (HIES). The web search engine collects a set of links for potentially useful documents and, for each link, it gives information about the  corresponding document content. The WEF selects and re-sorts the links based on confidence scores [93] calculated considering the content information. For each link, the DSP processes the corresponding HTML source to extract text segments. It eliminates useless text like tags and scripts. Furthermore, whenever possible, it qualifies the extracted segments with the information given by the associated tags. Finally, by using the internal Heuristic-based Information Extraction System (HIES) specific to the implemented domain, WME recognizes and extracts the data needed to form the answer to the query with a good probability of correctness. 

All the WME modules make use of domain-specific parameters. Once these have been defined for a particular domain a new WME can be created.  To do this we have designed and implemented a Web Miner Environment Generator (WMEG). This makes use of a graphical user interface for the input of the web miner parameters. Then, it instantiates the source code for the above mentioned modules and generates the new Web Mining Environment.  
4.2 The Web Mining architecture

To cope with the exponential growth of the web, it is necessary to dynamically extract information from unstructured resources while eliminating or reducing the need for manual description and coding of information needs. This leads to the need of defining mining strategies for the web. As stated by Etzioni [40]:

“Web mining is the use of data mining techniques to automatically discover and extract information from World Wide Web documents and services”. 

Here data mining stands for automatic information retrieval from large databases also called ”warehouses” [78,121] and it is mainly applied to well define structures and well-defined data. On the other hand, a web document is usually not well structured and does not have a fixed number of logical text segments. However, even though the web is dynamic and unordered, it provides many examples of semi-structures as linguistic convention, semi-structured documents (e.g. catalogues), web directories, HTML tags (e.g. <title>) etc.[70,14]

Based on this assumption many examples of web miners have been built and their success proves that the web is not so unstructured for mining to succeed [94,87]. 

In addition, with the introduction of the electronic commerce it is imperative for companies who have invested millions in Internet and Intranet technologies, to track and analyze user access patterns. We refer to automatic search and retrieval of information and resources available on the WWW with the term Web Content Mining. On the other hand we consider Web Usage Mining all the architectures that discover and analyze user access patterns from Web server or on-line services. Our architectures belong to the first category. 
In the following we give the details of the proposed WME architecture:

A domain D is given by a set of entities and relationships and can then be formalized by any database schema. Using a query-by-examples interface a user may input partial information (user values) about the entities of interest to retrieve the remaining entity values. A domain-specific WME is a query-by-example system that allows a user to query the web for a particular domain in the same way as he were querying a database implementing that domain.
The main phases needed by a WME to satisfy a user query are:

1. Domain page retrieval

2. Retrieved domain page structuring

3. Information extraction from a structured page

4. User presentation of the results and local database population

In the first phase, a WME combines a set of pre-defined domain terms with all or part of the user values to form a query to submit to the web through a general-purpose web engine. The domain terms strictly depend on the domain of interest. They must be carefully defined [76] by the WME designer in order to maximize the probability that the pages retrieved by the web engine regard that domain. These domain terms can be calculated using pearl growing, successive fractions, building blocks[10] or one of the general techniques for an Information Seeking system. 

The web engine returns a first approximation of a set of web pages that might contain the requested information. In particular, the set consists of web page addresses, each followed by a short page content description. A WME uses these descriptions and a set of weighted string patterns to sort the addresses in decreasing order with respect to a content-based interest rate.  The interest rate of each address is calculated by matching each string pattern against the corresponding description. If a pattern is found in a description then its weight is added to the corresponding rate. The weighted string patterns are defined by the WME designer that creates a set of string pattern templates and assigns to each of them a weight based on his knowledge of the domain. String patterns may also be created at search time by the WME by using user query values. For these strings, the WME designer defines how the WME compose them at search time. Moreover he also defines a threshold used by the WME to extract the most “interesting” pages from the ordered set.

The first phase returns the set of page addresses that must be explored for the extraction of the requested information. WME applies the phases 2 and 3 to each page address in the set.

The second phase is not dependent from the domain. It classifies and qualifies text segments in a page based on the structural characteristics of it: HTML tags, JavaScript and so on. For example, it can qualify a text segment as title just because the TITLE tag delimits it. Once a page has been structurally analyzed the phase 3 extracts the requested information by first locating the text segments of interest and then extracting the text strings meeting the user query. Since we are interested in query-by-example type of queries, the answer to the query is composed of a set of field values. In order to retrieve a field value, the WME must then locate the appropriate text segment for that value. This is done by the use of context terms or placeholders: for each domain entity, the WME designer must provide a set of patterns or other info to allow the WME to identify appropriate values for that entity in a text segment. Moreover, for that entity, he also has to provide an extraction function for extracting the correct string to be returned as the entity value. 

In the forth and last phase the entity values are presented to the user in the appropriate fields for the query-by-example interface. Moreover, they are inserted into the local database in order to provide fast retrieval to successive queries and to allow data analysis functions to derive useful information. Each value is stored together to its web page address, a reference to the function used to extract it, and a time stamp. The time stamp is used to update the data based on an aging mechanism.
4.2.1 An Example

In the following, we present a simple example that shows how to formalize a web-mining environment for the cooking recipe domain. Let us suppose that the granularity of our information is the single page and we want to mine the Recipe name, Ingredients and Preparation. 

The Database Schema 
In our example we formalize our database with two tables: PtrTable and RecipeTable. The PtrTable (shown in Figure 4.1) is composed of:

RecipeID: the database key

WWW: the reference source address (for example an html address) where the recipe can be found. This address can be used if we want to store a reference instead of the real information

Function ID: a pointer to an internal extraction function that is used if we want to keep track of how data can be extracted from the relative sources (e.g. the WWW). Storing the function id allows for an efficient re-mining: for example if we want to refresh the database with the latest information contained in a web page. 

Expiring Date: a date used for aging. For example, we can automatically refresh the database content each one month or we can cache (e.g. store in the db tables) only the most updated information. 
	Field ID
	Type
	Length
	Key
	Description

	RecipeID
	Int
	
	*
	An internal key

	WWW
	String
	100
	
	Recipe document url

	Expire Date
	Data
	
	
	Data age

	Name_Fun
	Int
	
	
	Extraction function id

	Ingr_Fun
	Int
	
	
	Extraction function id

	Prep_Fun
	Int
	
	
	Extraction function id


Figure 4.1. PtrTable schema

The Recipe Table (shown in Figure 4.2) contains all the information on the recipe with key RecipeID.  In particular, in Recipe Table we also store the name of the recipe, the list of ingredients and the preparation description. 

	Field ID
	Type
	Length
	Key
	Description

	RecipeID
	Int
	
	*
	An internal key 

	Name
	String
	30
	
	Name of the recipe

	Ingr
	String
	255
	
	List of ingredients

	Prep
	String
	255
	
	The recipe preparation method description


Figure 4.2. RecipeTable schema

The Domain Terms
With a building block strategy we have defined the set of domain terms as follows:

D= {recipe, ingredients, preparation}

If we query a web engine such as, for example, Altavista  we obtain the following results 

1. Recipes - Ingredients [URL: www.cucina.iol.it/ricingl/ingred/b.htm]  Recipes - Ingredients. [ Baby goat] [ Baby lamb] [ Baby         octopus] [ Baby squid] [ Baker's yeast] [ Baking soda] [ Balsamic vinegar] [ Banana] [ Barbera... Last modified 22-Jul-96 - page size 2K - in Italian [ Translate ]

2. Recipes - Ingredients  [URL: www.cucina.iol.it/ricingl/ingred/j.htm] Recipes - Ingredients. Jumbo shrimp] [ Juniper] Last modified 22-Jul-96 - page size 610 bytes

3. Recipes - Ingredients [URL: www.cucina.iol.it/ricingl/ingred/i.htm]Recipes - Ingredients. [ Isinglass gelatin]   Last modified 22-Jul-96 - page size 581 bytes

4. Jane's Recipes: Substitute Ingredients  [URL: fiat.gslis.utexas.edu/~jbomber/substitute.html] Substitute Ingredients. allspice, 1 teaspoon ground 1/2  teaspoon cinnamon, 1/4 teaspoon nutmeg, and 1/4 teaspoon   ground cloves. arrowroot, 1 1/2 teaspoons. Last modified 26-Apr-96 - page size 4K - in English [ Translate ]

5. Food Ingredients & Recipes - Pax Client 933/PMM  [URL: www.pax.co.uk/933pmm.htm] Searching for innovative food ingredients and recipes, Technology transfer, business development, licensing and   intellectual property (IPR) exploitation. Last modified 26-Nov-97 - page size 8K-in English [ Translate ] 
If we analyze just the first five results we understand that Altavista has provided a good percentage of documents about the cooking recipe domain. But we might want to retrieve specific recipes and for this reason we need more information to formalize a good query.
User Values

The user values are values for the Name, Ingr and Prep fields of the RecipeTable showed in Figure 4.2. These values can be automatically added to the terms of D in order to define a complete query. For example we can decide to qualify the Name and the Ingr fields as user values. In this case each query Q will be composed of  

Q = < Name field value >  +  <Ingr field value>  + D

For example, let us suppose that we want to know how to cook the “cannelloni” pasta. In this case 

Q = <Name field value>  +  <Ingr field value>  + D = {recipe, ingredients, preparation, cannelloni}

In our test, Altavista has provided the following results:

1.   Recipes "White Bean & Ham Soup" [URL: driftwood2.usww.com/homepage/Driftwood2/SS_bean-pasta.htm]   collected, tested, and most requested mouthwatering recipes to suit all tastes. Quick, easy, and delicious. META NAME=   Last modified 4-Apr-98 - page size 4K - in English [ Translate ]

2. Home and Family - Recipe - Cannelloni with Prosciutto and Zucchini [URL: homeandfamily.com/features/kitchen/97_3_3/cannelloni.html] Italian Day!!! Cannelloni with Prosciutto and Zucchini. 12 cannelloni shells - cooked. 3 T. olive oil. 4 medium zucchini - diced. 8 cloves garlic - sliced. Last modified 13-Mar-97 - page size 4K - in English [ Translate ]

3. Ohana Seafood Market - Recipe for Salt Cod, Fennel, And Potato Cannelloni [URL: www.fish2go.com/rec_0020.htm] Ohana Seafood Market, providing fresh Pacific Northwest seafood products to you. Last modified 25-Mar-98 - page size 7K - in English [ Translate ]

4. NoTitle [URL: ww.esqwyr.com/esquire/recipes/CANNELLONI_ALLA_ROMANA.html] Esquire Fine Foods. Where Great Food Is An Art. 154Smallwood Avenue Belleville, New Jersey 07109 (201) 759 - 3682 (201) 759 - 0579. Cannelloni Alla... Last modified 18-Apr-97 - page size 3K - in English [ Translate ]

5. Recipes-Cannelloni San Gimignano [URL: www.tcsglobal.com/sunnyland/recipes/sepa..._cannelloni.htm] Cannelloni San Gimignano on Baked Tomatoes and Basil.  Ingredients: 1 lb. fresh spinach. Salt and freshly ground black  pepper to taste. 1/2 cup #3 coarse... Last modified 27-May-97 - page size 4K - in English [ Translate ]

Weighted string patterns

If we have to decide which of the last five links to follow as first, we would probably discard the first one and follow the second one. The reason is that there are no explicit terms in the first result that concern with the “cannelloni” recipe. This simple example shows that we can define a set of strings that might be useful in choosing the right (or probably right) set of document that will be mined. The weighted string patterns are composed of two different subsets: static and dynamic pattern sets. 

The static pattern set Ps is the pair <string, weight>, where "string" is a pre-defined string that can be useful for the definition of an optimal answer set. In our example, we have defined

Ps={ <”cook”, 1>, <”food”, 2>, <”ingredients”, 3>, <”preparation ”, 4>, <”recipe ”, 5>, <”market”, 6> }

The dynamic patterns are composed of weighted user values. In this examples we have qualified the Name field of the RecipeTable as a dynamic pattern with weight 5.

Pd={ <[Name field value], 5>} 

Once we have defined the set of weighted string patterns as 

Pw = Ps( Pd ={ <”cook”, 1>, <”food”, 2>, <”ingredients”, 3>, <”preparation ”, 4>, <”recipe ”, 5>, <”market”, -5> }

the answer set appears as follows:

1.     Recipes-Cannelloni San Gimignano [URL: www.tcsglobal.com/sunnyland/recipes/sepa..._cannelloni.htm] Cannelloni San Gimignano on Baked Tomatoes and Basil.  Ingredients: 1 lb. fresh spinach. Salt and freshly ground black  pepper to taste. 1/2 cup #3 coarse... Last modified 27-May-97 - page size 4K - in English [ Translate ]

Score =  5 + 5 + 3 = +13 

2. Home and Family - Recipe - Cannelloni with Prosciutto and Zucchini [URL:  homeandfamily.com/features/kitchen/97_3_3/cannelloni.html] Italian Day!!! Cannelloni with Prosciutto and Zucchini. 12 cannelloni shells - cooked. 3 T. olive oil. 4 medium zucchini - diced. 8 cloves garlic - sliced. Last modified 13-Mar-97 - page size 4K - in English [ Translate ]

Score =  5 + 5 + 1 = +11 

3. Ohana Seafood Market - Recipe for Salt Cod, Fennel, And Potato Cannelloni [URL: www.fish2go.com/rec_0020.htm] Ohana Seafood Market, providing fresh Pacific Northwest seafood products to you. Last modified 25-Mar-98 - page size 7K - in English [ Translate ]

Score =  5 + 5 + 2 –5= +7

4. NoTitle [URL: ww.esqwyr.com/esquire/recipes/CANNELLONI_ALLA_ROMANA.html] Esquire Fine Foods. Where Great Food Is An Art. 154Smallwood Avenue Belleville, New Jersey 07109 (201) 759 - 3682 (201) 759 - 0579. Cannelloni Alla... Last modified 18-Apr-97 - page size 3K - in English [ Translate ]

Score =  5 + 2 = +7 

5. Recipes "White Bean & Ham Soup" [URL: driftwood2.usww.com/homepage/Driftwood2/SS_bean-pasta.htm] Collected, tested, and most requested mouthwatering recipes to suit all tastes. Quick, easy, and delicious. META NAME= Last modified 4-Apr-98 - page size 4K - in English [ Translate ]

Score = +5

Context terms and Extraction Functions 

The context terms set C consists of a collection of terms and a placeholder for each field to be mined (in this case: the name of the recipe, the ingredients and the preparation method). In the recipe miner, we build the context terms and extraction function by making few assumptions:

· the name of the recipe is the title of the document if this title has Name field value as sub-string or is a string placed in the initial part (the first n lines) of the document and contains the Name field value. In the first case the extraction function returns the document title. In the second case, by analyzing few documents, n can be set to be no greater than three or four and the extraction function must return a line containing the Name field value (e.g. a line that contains the word “cannelloni”);

· the list of ingredients is preceded by strings such as: "ingredients", "list of ingredients" or is formatted as a table. In any case a list of ingredients often contains measures and numbers. The list of ingredients is also a text segment that ends when a logical text division is reached. This logical text division could be the end of the table or a consecutive number of break lines or string such as: direction, preparation or method. The extraction function must return this portion of text;

· the preparation method is the text segment next to the ingredient segment. It ends when the end of the document is reached. The extraction function must return this portion of text. A short description of WME and WMEG architecture is given in the following.

4.2.2. The WME Architecture

The WME architecture can be schematized as in Figure 4.3.
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Figure 4.3. The architecture of the proposed Web Mining Environment
The Local Database system represents a traditional data retrieval system based on a relational database. If the local database does not contain the requested data, a web mining process is launched. WME automatically processes each query by using a query refiner module. This module automatically optimizes the user’s queries (user values) with the so-called domain words and formats each query for the search engine to be used. The interrogation of a web engine provides a list of potential useful addresses (web results in Figure 4.3), that will be re-sorted by the Web Engine Filter (WEF), through the use of the weighted string patterns. The re-sorted list is input to a Data Source Pre-processor (DSP) module that discards useless data (e.g. Java Scripts inside a web page) and extracts some additional information by testing html tags (for example the document title) or html layout cues (such as consecutive break lines). By using the Heuristic Information Extraction System (HIES) based on the context terms and the extraction functions, WME recognizes the useful text segments and extracts the requested information when possible.

4.3. The Design of a Web Mining Environment Generator

In order to formalize a domain, we have classified  the type of parameters needed to build a WME in two different sets of parameters: Database and Mining parameters (see Figure 4.4). 










Figure 4.4. Classification of the domain parameters


Figure 4.5. Web Mining Environment Generator schema
The use of such parameters for the generation of a WME is shown in Figure 4.5. The WME developer (WMED for short) specifies all the parameters by using a graphical interface. These parameters form the Miner Attributes, and are the input for the code generator. External extraction functions, with some template files, are used as additional inputs. In order to define a more general system, our architecture allows us to extend the set of the extraction functions by hand programming or by using different IE systems. The WMEG processes the Miner Attributes and instantiates the template source codes. 

To test our architecture we have developed a prototype of both the WME and WMEG architectures. Using our prototypes we have generated some WMEs and started evaluating their effectiveness.
4.4. Evaluation of Generated Web Mining Environments


It is not a simple task to provide a formal evaluation of a web searching tool because it is difficult to formalize data sets (sample set of web documents). In any case we have developed a first prototype of WMEG and produced different examples. For each example we have calculated the precision and recall measures. Precision measures the ratio of relevant to irrelevant documents. Recall measure the ratio of relevant documents returned by the system to relevant documents in existence. More precisely we have calculated the precision and recall measures for both the search (discovery) and the extract (mining) processes. To judge the performance of our system, we have used different search enginees such as AltaVista , Yahoo [129] and MetaCrawler [127]. When possible we have also queried a specific searching tool such as the recipe miner where we have submitted the same queries to Recipe Finder [128]. Because we can not calculate how many documents related to a particular domain exists on the web, we can not give precise measures. We have decided to select random sites with a congruous number of information and we have sent to these different search mechanisms the same queries. For each tool, we have used advanced search options to maximize the performance. We outline that we are currently testing our system in order to provide more precise measures and the current results are based on an early version of the prototype based only on Altavista. Two examples are illustrated in the following.
4.4.1. a Cooking Recipe Web Mining Environment
In this example we have generated a WME to collect information about the cooking recipe domain. We have selected random sites and submitted a query (over 500) for each recipe occurring in one of these sites. The figure below shows the percentage of test queries for which the target URL is displayed on the top of the search result. We conclude that the recipe miner precision in the recipe domain is stronger than general-purpose search services. 



To calculate the recall measure we have submitted the same queries across different searching tools. As a result, WME returns a higher percentage of documents than Yahoo and MetaCrawler. WME and Altavista have the same recall because WME in this version uses only AltaVista as reference source. 





To conclude the evaluation of this WME we have calculated recall and precision measures for the extraction task. Even if our prototype includes basic extraction functions (HIES) we have achieved good results especially with well semi-structured domains. 




4.4.2. A WME to retrieving people information at the University of Salerno
We have tried, in this example, to collect personal information about employees, professors etc. of the University of Salerno.
With this miner we have extracted addresses, telephone numbers, qualifications and other useful information. The figures below show our first results:









In other experiments we have developed a WME to mine chemistry information on the net by using the same reference (e.g. Altavista), and a WME to mine Call For Paper information on conferences dates, deadlines and so on.

4.5.   Conclusions and Further research

In this chapter we have presented a tool for the automatic translation of a domain specification into a web miner able to retrieve data in that domain on the Web. We have presented the architecture of a Web Mining Environment and shown how a WME Generator can be built.  

Our researches are now focusing on machine learning to improve extraction capability and automatic domain formalization.  We are also working to develop a distributed architecture (e.g. a sort of web miner net) that will allow to include other WMEs as reference sources for domain-specific document retrieval enginees.

Chapter 5

Visual Authorization Modeling with Applications to 
Electronic Commerce 

5.1. Introduction

In recent years organizations have shown a considerable interest in business process reengineering (BPR), with the aim to replace paper-based procedures by automated workflow-based and computerized information systems. The boom of internet and multimedia computing has amplified this trend, since many companies are gradually introducing some multimedia processing within their information systems and are transferring their business activities on line. However, the adoption of these technologies within broader application fields poses a higher demand of security. 

Traditionally, security has been a major concern for the adoption of computer technology in some critical areas, like banks and military organizations. Most traditional approaches for security modeling and specification are system-centric, which makes them difficult to be used by enterprise security managers without technical skills. Modern organizations require security paradigms and tools that are more enterprise and metaphor oriented. Task based security models are an attempt in this direction [71, 114]. In fact, they move the specification of security issues from the operating system level to a more user oriented task level.   

We give a brief introduction to TBAC [114], limiting our discussion to what is relevant to the understanding of this chapter. 

A fundamental abstraction in TBAC is an authorization-step that models a single authorization act and its associated permissions. Typically, an authorization results in the enabling of one or more activities and related permissions. In this model authorization policies can be formulated by applying constraints across authorization steps.

5.2 Life-cycle of Authorization-steps 

An authorization-step represents a primitive authorization-processing step and is the analog of a single act of granting a signature in the forms (paper) world. As in the paper world, in TBAC we associate an authorization-step with a single trustee
 that needs to have the right authority to grant the signature. A signature also grants certain permissions. In a similar fashion, we associate a set of permissions with every authorization-step and consider them as belonging to its protection-state. Moreover, we associate a period of validity and a life-cycle with every authorization-step. In details an authorization step is composed of the following components:

· Step-name: It represents the name of the authorization-step.

· Scope-name: The name or identifier of a scope (or set of scopes) that controls the visibility of authorization-steps to each other. 

· Processing-state: Indicates how far the authorization-step has progressed. 

· Protection-state: It defines all potential active permissions that can be checked-in by the authorization-step. A permission has associated validity and usage information.

· Trustee-name: The trustee granting the authorization-step. A trustee can be a user, program, agent, or service.

· Task-handle: It stores information such as the task and event identifiers of the task from which the authorization-step is invoked. 

· Start-condition: This is a predicate that governs the start of the authorization-step.

· Operating-permissions: Permissions achieved by the trustee to perform the 
authorization-step.

· Termination-context: It contains information such as the permissions granted (checked-in) by the authorization-step when it becomes valid, some validity-and-usage specification for these permissions, and possibly a list of authorizations that are made valid and invalid. 

The scope controls the visibility of an authorization-step to other authorization-steps. The most obvious example of a scope is a task, since we expect the authorization-steps within a task to be visible to each other. If we want authorization-steps to be visible across tasks, then we have to introduce a unit of scope that can encompass multiple tasks, like for example the entire workflow. Further, dependencies can hold between authorization steps within the same scope. 


The Processing-state describes the dynamic aspect of an authorization-step. Figure 5.2.1 shows the basic states that an instance of an authorization-step goes through during its lifetime. After an authorization-step has been invoked by a user it comes into existence and it will be processed. If the specified start conditions are satisfied, the authorization-step enters the valid state, and otherwise it becomes invalid. When a step is valid, all of its associated permissions are activated. Active permissions enable users to get access to various resources in an enterprise. If an authorization step is put on hold or it becomes invalid, then the associated permissions are deactivated and users are denied access to the corresponding resources. However, in the hold state permissions are temporarily inactive, whereas in the invalid state they are permanently deactivated and the authorization is deleted from the system. Once a permission from a valid authorization-step is used to gain access to a resource, we consider the authorization-step to be used. This leads to states such as valid-unused, valid-used, hold-unused, hold-used, invalid-unused, and invalid-used with the obvious transitions. 

Given an authorization-step A, we use the following notation for the various states of A:

As:started;  Av-:valid-unused;
Av+:valid-used;

                   Ai-:invalid-unused; 
Ai+:invalid-used; 

 
           Ah-:hold-unused;
Ah+:hold-used;
5.2.1 Basic dependencies to construct authorization policies

Authorization steps are often related and dependent on each other due to policy implications. Dependencies are specified to relate authorization-steps and constrain their execution and behavior. We list the dependency types and their interpretations below.

A1state1 ( A2state2 : if A1 changes to state1, then A2 must also change to state2.

A1state1 < A2state2 : if both A1 and A2 change to states state1 and state2 respectively, then A1’s transition must occur before A2’s.

A1state1 # A2state2 : A1 cannot be in state 1 concurrently when A2 is in state2.

A1state1 || A2state2 : A1 can be in state 1 concurrently when A2 is in state2.

A1state1 ||| A2state2 : A1 must be in state 1 concurrently when A2 is in state2.

The first two dependency types ‘(‘ and ‘<‘ express existential and temporal predicates and as such are best interpreted as predicates between transition events that lead to changes in the processing states of authorization-steps. They were originally proposed by Klein [69] to capture the semantics of database transaction protocols.  The other dependencies express concurrency properties.
5.2.2 An order-processing example 

A data-flow diagram of a typical  order-taking workflow scenario is shown in Figure 5.2.2.1. Circles represent sub-tasks within an overall order-taking task. The authorization steps at the various subtasks are underlined. 
For this example we have defined the following eight authorization steps:

· A1: auth-order-entry. This step activates the required permissions to file the external order, to create an internal order from it, and to write into the internal order. 
· A2:auth-cust-info-updt. It involves the permissions required to update the existing customer record. 
· A3:auth-item-availability. Succeeds only if the inventory is adequate to satisfy the order. 
· A4:auth-production. Authorization for the production of more items. It gives permissions to create and write a production order. 
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Figure 5.2.2.1. Authorizations in an order
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· A5:auth-cust-acct. This authorizes the creation and writing of a new customer account for an order. 
· A6:auth-order-confirm. It authorizes an order receipt to be created and sent to the customer, thereby confirming the order. 
· A7:auth-delivery. This authorizes delivery of the items and includes the permissions to create, write, and mail the delivery slip. 
· A8:auth-billing. This authorizes billing the customer and activates permissions to create, write, and mail the bill. 
In Table 5.2.2.2 we summarize the values of the various components of each authorization-step.

	
	STEP-NAME
	SCOPE-NAME
	TRUSTEE
	OPER-PERM
	PROT-STATE

	1.1.1.1.1.1.1. A1
	Auth-order-entry
	Receive-order
	Order-entry-clerk
	p-read-ext-order
	p-file-ext-order(1)

p-create-int-order(1)

p-write-int-order(1)

	A2
	Auth-cust-info-updt
	Check-cust-address
	Account-clerk
	p-read-cust-rec
	p-write-cust-rec(1,v)

	A3
	Auth-item-availability
	Check-item-availability
	Inventory-clark
	p-read-qty-on-hand
	p-debit-qty-on-hand(1)

p-create-checked-order(1)

p-write-checked-order(1,v)

	A4
	Auth-production
	Produce-item
	Prod-manager
	p-read-inventory-rec
	p-create-prod-order(1)

p-write-prod-order(1,v)

	A5
	Auth-cust-acct
	Create-cust-acct
	Account-clerk
	p-read-checked-order
	p-create-cust-acct(1)

p-write-cust-acct(1,v)

	A6
	Auth-order-confirm
	Send-order-confirmation
	Order-confirm-clerk
	p-read-checked-order
	p-create-order-receipt(1)

p-write-order-receipt(1)

p-mail-order-receipt(1,v)

	A7
	Auth-delivery
	Create-delivery-slip
	Shipping-clerk
	p-read-checked-order
	p-create-delivery-slip(1)

p-write-delivery-slip(1)

p-mail-delivery-slip(1,v)

	A8
	Auth-billing
	Send-bill-to-customer
	Billing-clerk
	p-read-cust-acct
	p-create-cust-bill(1)

p-write- cust-bill (1)

p-mail- cust-bill (1,v)



For brevity we have omitted task-handles and start-conditions. The latter we assume are trivially satisfied. The prefix “p” is used to distinguish permissions that are part of the operating-permissions and protection-state. Brackets include usage and validity characteristics of the protection-state, that is, the number of times the permissions can be used, and how usage can make the authorization-step invalid. As an example, looking at the protection state of the authorization-step A5 in Table 5.2.2.2, p-create-cust-acct(1) specifies that the customer account can be created at the most 1 time during the lifetime of A5, whereas p-write-cust-acct(1,v) specifies that A5 becomes invalid (flag v) after 1 use of the permission p-write-cust-acct. Also  A5  has to be granted by an account clerk (Trustee), who needs read permission to the checked order form (Operating permission p-read-checked-order) in order to process the authorization. Once the clerk grants the authorization, s/he activates permissions to create the customer account, and to write into the customer account. Once the write permission is used, A5 becomes invalid. In what follows we give some examples of policies governing the above.

· Authorization to update customer record can be granted only after receiving the successful authorization for order-entry. This can be expressed by the following dependency :

Auth-order-entryV+  <  Auth-cust-info-updtS
· Authorization for creation of customer accounts cannot be valid when there is a valid authorization to produce more items:

Auth-productionV- or V+ ( Auth-cust-acct V- or V+
5.2.3. Visual TBAC

We have introduced visual languages in TBAC, yielding the visual TBAC approach (VTBAC). Our goal has been to provide the basis for constructing an enterprise-oriented, user-friendly, security administration and monitoring tool that could be used not only by system administrators, but also by enterprise managers without deep technical skills. Often, these are the people who have more knowledge about security policies of the enterprise. Thus, we aimed to enable them to directly specify and implement their policies, without having to interact with a system administrator.    

VTBAC is based on a two tiered visual language. The top tier language is based on the data flow diagram of Figure 5.2.2.1, and is mainly used to specify the workflow and the tasks subject to authorization. This language is left open to customizations with metaphors of the specific domain. The second tier visual language is based on the Airport metaphor, and is used to specify authorizations and dependencies. The two languages are combined in a hierarchical fashion. Icons representing authorizations can be exploded to provide the details as in Table 5.2.2.2.

In what follows we detail the second tier language of VTBAC, whereas customizations of the top tier language are given in Section 5.4.   

5.3 Basic icons to visualize authorization steps and their meanings

In the Airport metaphor the concept of authorization is expressed through an authorization to fly, hence it is represented through the voucher of a flight ticket. The protection state of an authorization-step is visually conveyed by attaching secondary icons to the primary ticket icon. The composite icons for expressing authorizations and protection states are depicted in Figure 5.3.1


Figure 5.3.1.1. Authorizations in the airport metaphor.

Let us now examine the associations shown in the Figure.

· Started 

The start of an authorization is here represented through a voucher icon, since it recalls the “start” of an authorization to fly. We compose this icon by using the ticket machine and a gesture invoking the issue of a voucher.

· Valid Unused 

We have visually represented this state through a boarding card icon, since it represents an analog situation in the airport metaphor: passenger is ready to use the authorization to fly, which will happen only after s/he has undergone boarding. Figure 5.3.2(a) shows the gestures needed to compose this icon: a voucher is dragged into a check-in machine, which yields a boarding card icon. 
· Valid Used 

This state is represented through a boarding stub icon, representing the fact that boarding has occurred and hence the authorization has been used. We show a stack of boarding card icons to represent extra authorizations available. The gesture needed to use an authorization is shown in Figure 5.3.2(b). The topmost boarding card is ripped to separate the boarding stub. 
· Invalid Unused/ Invalid Used

The invalid unused state is visually represented through the valid used composite icon with an invalid mark on it, which is composed by dragging a marker icon on the boarding card icon. The invalid used state is represented in a similar way. The gestures for these states are shown in Figures 5.3.2(c) and 5.3.2(d).
· Hold Unused /Hold Used

These states represent the fact that an authorization is temporarily suspended and all the associate permissions are inactivated. We visually represent them through a timetable  icon showing a delay in the row corresponding to the flight of the ticket, as shown in  Figure 5.3.2 (e). In fact, an authorization to fly is temporarily suspended in case of delay of the flight. We have also provided three alternative representations for this state, obtained by combining the boarding-card icon with a passport-check icon, a luggage-check icon, or a metal-detector icon. In fact, a positive test in these phases of a boarding process implies a suspension of the authorization to fly.
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Figure 5.3.2.Visual gestures for state transitions

5.3.1 Visual Authorization Policies
We have provided a visual representation for the dependencies defined in Section 5.2 to convey temporal and coexistence relationships among authorization steps. This is accomplished by composing icons for the single authorization steps by means of iconic operators [17]. Basically, for each dependency D we have constructed an iconic operator OP(D) such that its physical part OP(D)_i is an image from the airport metaphor and its logical part OP(D)_m includes the semantics of D [17]. Let us examine the visual sentences for expressing dependencies. 

· The A1state1 < A2state2  dependency rule can be represented by means of an iconic operator OP(<), where OP(<)_i is an image from the airport metaphor such that OP(<)_m includes the semantics of the temporal relationship Before between two objects [15]. The operator OP(<)_i depicts a ticket machine horizontally combined with a chek-in-desk icon. In fact, these two icons recall the fact that ticket purchase phase temporally precedes check-in. Thus, we can express the A1state1 < A2state2 dependency by dragging the icon for A1state1 inside the ticket-machine and the icon for A2state2 inside the check-in-desk. This is shown in Figure 5.3.1.1 (a). 
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Figure 5.3.1.1. Visual Gestures for authorization dependencies.
· The A1state1 # A2state2 (cannot) dependency is expressed by means of an iconic operator OP(#), where OP(#)_i depicts an unfastened seat belt vertically combined with a turned on seat belt display. In fact, when the seat belt display is turned on (during landing, take off, or when crossing turbulence), seat belts must be fastened. In other words, seat belts cannot be unfastened while seat belt display is on, which makes OP(#)_m appropriate for representing the semantics of this dependency. As an example, to visually specify the dependency Auth-productionV+ ( Auth-cust-acctV- we drag the composite icon for Auth-productionV+ inside the unfastened seat belt and the icon for 
Auth-cust-acct V-inside the turned on seat belt display, as shown in Figure 5.3.1.1 (b).

· The A1state1 || A2state2 (can) dependency is expressed by means of an iconic operator OP(||), where OP(||)_i depicts an unfastened seat belt vertically combined with a turned off seat belt display. In fact, the seat belt can be in the state unfastened while the seat belt display is off. The visual sentence shown in 
Figure 5.3.2.1 (c) represents the dependency 
Auth-item-availabilityv+||Auth-cust-info-updtv-.

· The A1state1 ||| A2state2 (must) dependency rule is expressed by means of an iconic operator OP(|||), where OP(|||)_i depicts a fastened seat belt vertically combined with a turned on seat belt display. In fact, the seat belt must be in the state fastened while the seat belt display is on. The visual sentence for expressing the 
Auth-item-availabilityi- ||| Auth-productionS dependency is shown in Figure 5.3.2.1 (d).

The '(' dependency rule is specified in the same way as '|||' rule. Although their semantics are not fully equivalent ('|||' is stronger than '('), for our purposes we do not need to model these two cases differently. 
5.4. Using Visual TBAC in E-Business Applications
We now show how to use the VTBAC approach for security administration in Web applications, with emphasis on E-business [4, 72, 91, 119]. Electronic commerce is intended not only to sell and buy products, but also to support other business activities [119].
 In this scenario, VTBAC can be used to specify authorization policies in an abstract way within a business-to-consumer, a business-to-business, or an inter-organizational environment [4], following the VTBAC process described previously.  Thus, we first use the top tier visual language to specify a network of web sites or an E-business scenario, together with authorizations to express access restrictions. Then, we use the airport visual language to specify characteristics of the defined authorizations and their dependencies. Moreover, we have customized the top tier visual language of VTBAC to provide diagrammatic notations more suitable for the e-commerce domain. 

In the following we present two examples: a security policy for a business-to-consumer application, and one for a consortium [8]. In the former we have modeled a hypothetical  business-to-consumer scenario. In particular, we have modeled a web  site offering on-line stores and electronic catalogs. Authorized users can order the desired products, or download files and documents. The top tier diagram is given in Figure 5.4.1.

A customized version of this diagram is shown in Figure 5.4.2. In particular, this version is based on the hyperlink paradigm, where the circles representing tasks are replaced by pictures and page icons.
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Figure 5.4.2. The iconic version of the task diagram in figure 5.4.1 
The diagram can be viewed at different levels of details by using a tree view to highlight the fact that a task contains different sub-components. A plus sign is displayed close to its icon. Once expanded, the composite task has a minus sign close to it. 

According to Figure 5.4.2, the modeled site can be accessed only after gaining an authorization (i.e. auth-log). Log information is updated by executing the update user info task. The site offers a download area, identified in the task network as Download Material, accessible to authorized users only. Moreover, the user must be registered in order to buy goods on-line. Once an order has been entered, an electronic bill (see the Send Bill to Bank task) is sent to the user’s bank, provided that a valid card has been submitted, and an email confirmation order is forwarded to the user itself.

We have identified different authorization trustee figures: a system administrator and a service administrator. The former maintains the physical site integrity, whereas the latter manages the site content. Different authorization scopes are related to the administrator and the service site manager. In the following we detail the authorizations for the tasks of Figure 5.4.2.
· a1: Auth-log. It activates permissions to read the current user's database, validating a log request. If the user is unregistered, a temporary log file is created to store log in and log out information, such as connection date, time, etc.

· a2:Auth-new-user. It grants the creation of a new user. 
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Figure 5.4.3. Examples of Visually Specified Dependencies.
· a3:Check-service. It grants the permission to use internal services such as downloads or  on-line store accesses.

· a4:Auth-dwld. It activates the permissions to browse the internal directories to download or upload documents, programs etc. 

· a5:Auth-buy-prod. It checks an internal database to verify whether the requested product is currently available.

· a5.1:Check-card. It guarantees that the credit card information is correct and the user has a valid bank account. A permission to send an electronic bill to the user’s bank is provided.

· a5.2:Auth-email. This authorizes the delivery of items and includes the permissions to create, write, and email the delivery slip.
Authorization details are given in Table 5.4.1.

	
	NAME
	SCOPE
	TRUSTEE
	OPER-PERM
	PROT-STATE

	a1
	Auth-log
	Log
	Admn
	p-browse
	p-read-user-log(1)

p-write-user-log(1)

	a2
	Auth-new-user
	Log
	Admn
	p-reg-usr
	p-create-user-rec(1)

p-read-users-db(1)

p-write-users-db(1)

	a3
	Check-service
	Service
	ServAdmn
	p-check-service
	p-read-service-rec(1)

	a4
	Auth-Dowld
	Service
	ServAdmn
	p-download
	p-updare-user-rec(1)

	a5
	Auth-buy-prod
	Service
	ServAdmn
	p-browse-catalog
	p-readInventory(1)

	a5.1
	Check-card
	Service
	ServAdmn
	p-check-card
	p-update-user-rec(1,v)

p-connect-bank(1,v)

	a5.2
	Auth-email
	Service
	ServAdmn
	p-read-user-rec
	p-create-cust-bill(1)

p-write-cust-bill (1)

p-email-cust-bill(1,v)


Table 5.4.1. Authorization components for the On-line buy
As an example, suppose that the service administrator wants to express this rule: “The user can buy a product if and only if s/he has a valid credit card”. Using the authorizations defined in Figure 5.4.1, s/he could use the following dependency:

Auth-logS < Auth-buy-prodS
Other examples of dependencies are:

Check-serviceS # Auth-logI-

Auth-buy-prodS ||| Check-cardV+
The former states that authorization to check service availability cannot be granted if the authorization to log is not granted. The second says that an authorization to buy goods on-line must be granted with the CheckCredits. Figure 5.4.3 shows their visual specification.

In the following we specify a security policy for a Supranet. An Intronet is a part of an Intranet that improves coordination with existing trading partners [91], whereas a Supranet is a consortium network providing communication services across different types of applications/services. 

In Figure 5.4.4 a Supranet is designed to manage three main services: communication facilities across sub divisions of a hypothetical company, coordination of information during new product design/manufacture/distribution, and cash transfer. The hierarchical visual languages of VTBAC allow security managers to reuse old policies of single companies. Thus, policies for companies A and B might have been newly specified or reused. According to Figure 5.4.4, authorized users can access the Supranet site. To improve business performances, the design of a new product is coordinated between the two companies. This task can be executed by a particular category of users; hence, an additional authorization point is defined. Another service provided by the Supranet is Cash Flow. A manager can decide to transfer money from a company to another.


The production chain starts by sending requirements documents to a manufacture company (e.g. company A). Successively, another company  (e.g. company B) distributes the product. For security reasons, the consortium manages and monitors communication between the sub structures. In particular, a generic permission (auth-com) is needed to send normal priority documents, whereas additional restrictions are applied in order to commit manufacturing or distribution tasks. The authorizations are detailed below.

· a1:Auth-log. It checks user information to activate permissions to access the site. 

· a2:Auth-prod. It verifies that all the requested documentation about a new product is ready and accessible to the current consortium user. For example, credit limits, business plans, logistic information can be accessed to manage new product design. 
· a3:Auth-transfer. This authorization grants access to bank accounts and the transfer of cash within the consortium.
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Figure 5.4.5. Overview diagram of the Consurtium example
· a4:Auth-comm. The Communication step authorizes the access to a standard communication channel that links all the companies belonging to the consortium.
· a5:Auth-Man-A. It grants the permissions to coordinate and manage manufacture documents and tasks with company A.

· a6:Auth-Distr-B. It grants the permission to coordinate and manage distribution tasks/documents with company B.
Authorization details are given in Table 5.4.2. 

	
	NAME
	SCOPE
	TRUSTEE
	OPER-PERM
	PROT-STATE

	a1
	Auth-log
	Log
	Admn
	p-check-log
	p-update-user-log(1)



	a2
	Auth-prod
	Marketing Managers
	Director
	p-send-product-info
	p-update-user-rec(1)

p-read-company-info(1)



	a3
	Auth-transfer
	Chief Executive
	Manager
	p-transfer-money
	p-update-comp-rec(1,v)

p-check-accounts (1)

	a4
	Auth-Com
	CommMng
	Admn
	p-active-comm
	p-create-channel(1)

p-ping-companies(1)

p-read-comm-table(1)

p-write-comm-table(1)

	a5
	Auth-Man-A
	Manufacture Director
	Admn
	p-active-A
	p-join-channel(1)

p-send-info(n,v)

p-receive-info(n,v)

	a6
	Auth-Dist-B
	Distribution Director
	Admn
	p-active-B
	p-join-channel(1)

p-send-info(n,v)

p-receive-info(n,v)


Table 5.4.2. Authorization components for the Consortium
An examples of dependency is:

Auth-LogS<Auth-TransferS
A cash transfer cannot be executed before the user has been identified.

We have  used visual language technologies to implement the visual languages of VTBAC. This simplifies their customization for different application domains and users. As an example, we have exploited Documented Petri Nets (DPN for short) to describe E-business scenarios [72]. In particular, we have used DPN as the top tier visual language to model the consortium example. An overview diagram is shown in Figure 5.4.5, whereas one of the DPNs associated to it is shown in Figure 5.4.6. 

In Figure 5.4.6 we have annotated transition labels with authorization icons. Alternatively, we could have annotated document labels [72].

The authorization labels can be exploded to the airport language to specify authorization details.
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 Figure 5.4.6. The DPN diagram of the Consortium example
5.5 System Architecture

The TBAC approach has been implemented within the Visual Security Administrator (VISA) system. The overall architecture of VISA is shown in Figure 5.5.1.  To describe it we will instantiate some of its modules according to the two application domains mentioned in the paper: Workflow and Internet. In particular, the client side might include an internet browser or a workflow editor.  Client requests are processed by a Proxy Authorization Manager (PAM), which forwards them to server modules, together with information to be used for checking authorizations. PAM also processes server feedbacks,  returning a response to the client.  This might consist of the requested information, or access negation messages. At server side, the client requests  are captured by an Authorization Server Manager (ASM). This is 
responsible for verifying authorizations before forwarding client requests to the Workflow or Http server. 
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Figure 5.5.1. The VISA architecture
ASM accomplishes its tasks by inquiring the TAO database, which contains the security policy that has been visually specified by means of the Visual Policy Editor. This is a syntax driven interactive visual programming environment based upon the visual languages of TBAC. It is constructed by means of a visual language compiler generation tool, namely the Visual Language Compiler of Compilers (VLCC). VLCC supports the automatic generation of compilers for visual languages, and the associated visual programming environments (VPE), starting from a visually specified grammar and a set of semantic routines. VLCC is based upon the Positional Grammar model [31]. Moreover, the tool allows the hierarchical combination of visual languages, managing the hierarchical compilation of them. This feature turned out to be useful for the visual languages of VTBAC, because of their hierarchical organization. Semantic routines specified within VLCC are executed by the visual policy editor to translate successfully parsed visual sentences into sentences of lower level languages. 

In VISA the security manager can select the top tier language to design the network of tasks and specify authorization points. Successively, s/he can zoom-in single authorizations to specify their characteristics and dependencies within the airport language. A screen of the visual policy editor is shown in Figure 5.5.2. In the figure the user has specified a network of tasks using the tree visual language of 
Figures 5.4.2 and 5.4.4, a dependency between two authorizations (that must have been specified in the tree in order not to have a syntactic error), and the attributes of a single authorization.
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Figure 5.5.2. The Visual Policy Editor in VISA 

The user can compile the whole security policy, causing the activation of semantic routines in case parsing succeeds.  In the case of TBAC these routines translate the visually specified policies into teleaction objects (TAOs) [17], and store them in the TAO database. TAOs are intelligent multimedia objects, composed of an hypergraph structure describing the structure of the object, and an active index describing its reactions to the occurrence of certain events. Starting from the visually specified policies, the compiler produces both the hypergraph and the active index. In particular, authorizations are associated to hypergraph nodes, whereas dependencies and events are represented through links on the hypergraph. 
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Figure 5.5.3. Graphical representation of a TAO 

Figure 5.5.3 shows the graphic representation of a portion of the TAO for the policy of Figure 5.4.2, with the dependencies of Figure 5.4.3. The diagram contains both the structure and the active index. For brevity we have omitted to split states based upon the used/unused option. Users requests produce events activating index cells (IC) of the TAOs active index. Once activated, an IC  can verify whether the user has gained the requested authorizations to execute a task. ICs might issue error messages in case more authorizations are to be gained. 

5.6. System Usability

We performed several tests involving both managers and technicians, belonging to industries, banks, universities and military organizations.  In particular, the tests involved usability engineers, system engineers, airforce officers, web directors, system administrators, general managers of industries, program managers of public companies, bank account managers, managers of university offices, and university students. 
5.6.1 General Findings
Participants were asked to configure a hypothetical e-commerce application using VISA. In the following we report some findings: 

· The hierarchical visual languages were judged useful, because users were able to setup security policies faster than they usually did using other tools. 

· 5% percent of participants thought it was difficult to troubleshoot wrong policies. 

· All participants became confident with the system after an initial trial-error session. 

· 15% of participants had some difficulty reading textual policy names.

5.6.1 Usage Results
After 30 minutes trial sessions, users were requested to fill a questionnaire to explain the difficulties they found in understanding visual symbols, the hierarchical visual language organization, and the time elapsed to specify a security policy. Questions regarding difficulties had the following 4 possible answers:  

(a) I can understand quickly

(b) I can understand with moderate effort

(c) I can understand with a lot of effort

(d) It is difficult to understand

About 70% of users could understand VISA quickly, whereas the remaining 30% could understand it with moderate effort. Both the upper and the lower visual language were quickly understood, but 40% of users required a moderate effort to understand the hierarchical visual language organization.
The average time to complete a visual sentence was 3 minutes in both the upper and lower visual language. 
We have also asked participants whether they could think of using VISA in other domains. About 30% of them had a vague idea of an application, whereas 32% of them suggested precise applications. Particularly appealing has resulted the application of VISA to Voice over IP communication systems.

5.7. Advances with respect to Related Work

In the last decade several visual environments for specifying authorization policies have been proposed [18, 56, 59, 60, 76]. 

The Mirò system is based on the access matrix model [59]. High-level authorization policies are specified by means of an instance language and a constraint language. Both languages are visual and are based on hierarchical graphs. The instance language is used to specify the access matrix, whereas the constraint language is used to specify possible restrictions of the underlying system on which the access permissions are to be enforced. Thus, only a subset of the specified permissions will be accepted by the underlying system, that is, those that meet the specified constraints. The visual languages used in Mirò are graph-based, hence they are too technical for non-expert users, which is often the case of security managers. Moreover, since the Mirò system is designed for file-system security purposes, it does not seem easy to adapt its languages for modeling authorizations in most modern application domains, and it does not allow time-dependent policy modeling.

The system LASCO also uses an annotated constraint graph to visually specify authorization policies [60]. Moreover, LASCO is event-driven, and it uses first order logic expressions to specify constraints on objects. As opposed to Mirò, LASCO allows the specification of policies in terms of system execution, hence it also addresses dynamic aspects of systems. This makes it suitable for a broaden class of application domains with respect to Mirò. However, also LASCO lacks the use of metaphor based visual languages to facilitate its use by non technical people. 

Another example of high-level security policy specification environment is presented 
in [65]. This system is based on the access matrix model. The user is provided with a message sequence chart (MSC), within a graphical interface that s/he uses to design security protocols. In addition, the system provides a meta-execution facility to evaluate performances for the specified protocol. The drawback of this system is that it is strongly coupled with the underlying security model (e.g. the access matrix). On the other hand, MSCs appear to be friendlier than graph based visual languages.

Another approach separates the policy specification from its implementation, providing a framework to manage security at different layers [73]. In particular, this work imposes clear boundaries on duties for two distinct levels of abstraction. The upper layer should contain information on the specification and processing of security requirements, based on informal statements usually set by non-expert users. The lower boundary contains technical details of security policies, derived as a refinement of the upper layer policies. This work poses particular attention to abstraction in policy specification, but there is no mention to the employment of visual assistance mechanisms.

The Secure Flow architecture provides flexibility and user-friendliness for a Web-based work flow management system (WFMS) [64]. This is not done by using visual specification languages, but rather using a declarative policy specification language.  In particular, it uses an SQL-like language to specify authorization constraints. The Secure Flow system is composed of a Work Flow Design/Specification module (WDSM) that provides an interface for specifying tasks and dependencies. 

A system integrating a security model within a hypermedia environment is presented in [116]. Although this work focuses on a role-based oriented system, it provides visual facilities to specify security policies. A hypermedia activity space browser, and a hypermedia schema editor, implemented in CHIPS (Cooperative Hypermedia Integrated with Process Support system), enable the definition of permissions across shared workspaces. The workspaces are represented within the visual interface as labeled boxes, and are editable and navigable by means of palettes. The system is particularly suitable for cooperative hypermedia environments, but not for other application domains. On the other hand, the hypermedia interface is well known to many non-expert users. 

5.8. Future Directions

We have presented the VISA system supporting the specification and implementation of security policies in Task based environments. As an appealing application area for this approach, we have shown its use for specifying security policies in e-commerce applications. 

We have used visual language technology for constructing VISA. This makes it flexible, and allows us to rapidly customize it for new application domains. Thus, in future we would like to customize it on new application domains. Particularly appealing is the application to Voice over IP communication systems. Moreover, we would like to embed the system as a generic package within standard technological platforms supporting modern information systems. For example, we can derive flexible packages that can be plugged in Metacase environments. In this way, the customization of a software development process, and of its development tools, can be enriched with tools for specifying project security policies. Similar considerations apply to the emerging web engineering platforms. 

We would also like to derive packages to be used within last generation object/relational DBMSs. The availability of visual mechanisms for security administration within these emerging DBMS standards can considerably facilitate their deployment, since their target applications have to deal with complex data objects, which are often accessed from the Web. 

Finally, we would like to investigate the compilation of visually specified security policies on  XML as the target language. 

Chapter 6
A Virtual Reality Environment for WWW Navigation

6.1 Introduction
The fusion between the WWW and the VR should not surprise. The World Wide Web is an enormous collection of semi-structured documents [40] and many tools have been developed in order to provide efficient search/browse mechanisms. These systems try to tame the unordered and chaotic grown of the web by mining, filtering, clustering, categorizing, and re-mapping it [6, 16, 22, 29, 32, 57, 84, 89, 90, 123, 123, 126]. 

One of the main goals in Virtual Reality is to provide user-friendly environments. A graphical user interface based on the desktop metaphor can be considered as a first example of virtual metaphor. This interaction paradigm allows a user to easily interact with a personal computer by providing the illusion of direct manipulation of real objects such as folders, trashcans, and physical objects on the desktop. However, many of today applications manipulate complex spatial information, such as 3D objects, motion, surface modeling, that it is difficult to deal with by using two dimensional paradigms [49].

In this chapter we present VR-Spider, a prototype system that allows the navigation on the web through a Virtual Reality Environment. The association of web information and virtual world metaphors is realized trough a conceptualization of both web information and metaphor elements. The system allows predefining mappings between web domains and metaphors. An inference engine tries to increase these mappings by dynamically associating web elements to appropriate metaphor elements. Unmatched web elements are submitted to a human that should either augment the metaphor or its conceptual representation. This process is iterated until all the web elements are matched within the virtual world metaphor.

6.2. Virtual Reality Systems

Virtual Reality theory was first presented in the 1965. In general, the term "virtual reality" indicates computer-generated environments. Today, we distinguish two different typologies of Virtual Reality (VR for short) systems [67]: 

· Immersive systems, utilizing mounted head-sets, devices for body tracking, tactile response peripherals, sound and smell simulation and even complex fully immersive spherical systems [6, 33, 80, 82, 83, 92, 97].

· Non-Immersive systems, in which the computer monitor is the only viewport into the virtual world [21, 30]

Immersive Systems allow an easier manipulation and interaction with three-dimensional spaces. Actions performed with immersive peripherals seem to be natural functions of human art, architecture and symbolic development [61].  However, non-immersive reality systems do not require dedicated peripherals. 

Current VR hardware/software technologies allow immersive and non-immersive web navigation. For example, the i3D scene viewer for the World-Wide-Web project [9, 50] combines full-screen rendering using CrystalEyes LCD shutter glasses and a space-ball 3D input device, providing a desktop-VR-user-interface. In the Virtual Sardinia Project [120] users can explore a 3D model of the island, built from digital terrain model data, textured with satellite images. An example of VR viewer is the vrmlViewer that loads a VRML file, interpreting and displaying the scene described by the file [5]. Web3D is capable of embedding graphical objects within text documents, and to link these documents by means of hypertexts. Hyperlinks can be other virtual worlds or HTML documents. In the last case Web3D invokes a standard WWW browser. However, the above systems assume that documents on a web site have been written by using a 3D specific language, such as VRML. The mapping and rendering of current 2D sites in 3D worlds give a different approach for the use of 3D on the Internet. A first example in this direction is given by Visual Expresso [122] that examines the structure of each page on an internet site, paying particular attention to hyperlinks, and builds an intermediate data structure to provide a 3D representation of the site. A user can navigate the site by moving in a 3D world. One problem with Visual Expresso is that the virtual world is built on the hyperlink structure of the site and it does not take into account the site content. 

6.3. The VR-spider Architecture

The architecture of the VR-Spider is shown in Figure 6.1. It is composed of a Structure Spider, a conceptual parser, a semantic-network-based knowledge base with an inference engine, and a VRML source generator (the virtual world builder). The system defines tree different Internet levels: the web level, the conceptual level, and the virtual reality level. The web level contains the web information as represented in the current web interaction paradigms. The conceptual level contains the conceptual representation of the web information as well as that of the available metaphors, both represented as semantic-networks. The highest level, e.g. the virtual reality level, contains the web information represented in a virtual world.

The Structure Spider preprocesses the web information in order to structure and logically decompose it. The view provided by this module is composed of a navigation graph, where each node represents a URL. For each node, the Structure Spider groups the information by media types (e.g. text segment, sound sample, image etc.). This structure is analyzed by a conceptual parser that provides a conceptual representation of the structured information according to well-defined conceptual categories.
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Figure 6.1. The architecture of the VR-Spider

The conceptual representation is stored in the knowledge base, to enrich the pre-built domain related knowledge with specific knowledge of web sites in the same domain. The knowledge base contains also the conceptual representation of a certain number of metaphors stored by the user within the system, together with basic mappings between generic domain elements and metaphor elements. At run time, the inference engine tries to match the conceptual representations of web specific information onto metaphor primitives by means of fuzzy comparison algorithms. The matched web elements are ready to be represented in the virtual world. The unmatched elements are submitted to the user who needs either to adapt the available metaphors to them or to modify their conceptual representation. Once all the web elements have been matched within a virtual world metaphor, the VR-Builder updates the VRML sources with the virtual representation of the web information as computed by the inference engine.

Notice that the metaphor repository, the corresponding conceptual representation, and the mapping of domains onto metaphors can be augmented in an incremental fashion. In this way, we expect to reduce the number of unmatched web elements after several iteration steps.

6.3.1. Organizing the Infrastructure of a Virtual World 

In order to represent a site properly, we need to provide a formal characterization of the virtual worlds and metaphors. To this aim we use the Domain Description Structure (DDS for short) outlined as follows:

· Domain Name

The domain name. For example, this can be history, geography, computer science and so on.

· Object Characterization

The list of the object types characterizing the domain. For example, the history domain site could contain texts, video, audio and so on.

· Textual  Knowledge

The Text Knowledge is a list of text concepts that best describe the domain. As stated before, these concepts can be hand-coded and/or derived by a training set of web documents. For example, the terms war, world war, soldiers, etc can characterize the history domain.

Depending on which kind of categorization we use, we can associate a frequency to each single term.

· Multimedia Knowledge

Some domains are best described with the help of other information that is not strictly textual. For example, it is easy to formalize the world of paintings with a set of terms and a set of famous paintings.

· Spatial and Temporal Knowledge

It is important to define spatial and temporal domain knowledge when needed. For example, the history domain is strongly characterized by timely ordered events, and spatial information related to geographic maps. 

Once the raw web information is extracted, the VR-spider places it in a virtual world infrastructure. The Structure Miner autonomously navigates the site with one of the well-known graph visit procedures [79], incrementally building the so-called Meta Set Graph (MSG). The structure miner visits each new internal node interacting with a Url tracker and with the URL Repository that sends new Urls to the miner. The Page Content Analyzer groups different media types while parsing the document source (e.g. parsing html tags), and extracts additional information by processing html layout cues and paths. A Meta-Site Graph mG=(V,E) represents the map of the site. Given u, v ( V, there is an edge between a node u and a node v if and only if a hyperlink is between the page u and the page v (a hyper-link between two URLs). 
Once we have organized the site with a MSG, the next step is the conceptualization of the infrastructure by the conceptual parser.
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Figure 6.2. The Structure Spider architecture

6.3.2. The Conceptual Representation Paradigm

Giving a conceptual representation to both web and metaphor elements through semantic networks provides a unified conceptual view that highlights similarities. 

As said above, the conceptual parser performs the conceptualization of the web elements. The latter bases the conceptualization process on several conceptual categories, each associated to a particular type of sub-net in the semantic-network. Space and Time will be two important conceptual categories. In fact, they are central aspects in most virtual world metaphors. The conceptual parser has rules to parse web pages and to associate web information to conceptual categories. This conceptualization method was first devised in natural language processing [98]. In our work we extend the conceptual categories to include spatial and temporal conceptualization. In [98] each conceptual category is associated to a frame structure called CD form, which is directly mapped into a semantic network. A CD form is characterized by an actor, a conceptual category, an object, plus other information specific to the particular category. Each conceptual category is associated to a collection of verbs, which are used to detect the occurrence of the conceptual category within textual sentences. As an example, the verbs give, take, receive, sell, etc, all mean a transfer of ownership, and hence will be all modeled by the same conceptual category ATRANS. This category is characterized by an Actor, an Object, and a Direction. Thus, the sentence “Paul gave Alice a ring” can be conceptualized with the ATRANS category, where Paul is the Actor, ring is the object, and the direction is from Paul to Alice.  Other categories are PTRANS to model the physical transfer of objects, PROPEL to model the application of a physical force to an object, MOVE to model the movement of a body part, GRASP to model the grasping of an object, MTRANS to model the transfer of mental information. These categories are directly mapped onto semantic-networks, where the actor and the object are represented by network nodes, and the category by links. We have added the following conceptual categories:

· Spatial – In this category fall all the aspects of the web information obeying to some spatial relationships. These include spatial relationships between text blocks, or between text blocks and image icons, etc. As an example, in the web site of a university we might find a vertical list of structures, including Faculties, Departments, etc. The conceptual parser might include this information in the spatial category. Examples of spatial relationships include Vertical, Horizontal, Overlay, Diagonal, etc.

· Temporal – Time related information falls in this category. To capture temporal relationships in web documents we analyze temporal transaction statements. For example, in the university web site mentioned above, we capture all the dates related to courses and academic years to construct temporal relationships between these web elements. The Conceptual Parser will associate these elements to the Temporal category. Temporal relationships include co_start, co_end, meet, before, after etc.
The inference engine visits the conceptual representation of the web in order to associate parts of it to parts of the semantic network representing aspects of metaphors. The matching process could present a certain number of failures. In this case, an expert could adapt a metaphor or modify its conceptual representation to reduce failures. Last step is the definition of the virtual world that is done by the VR-Builder Module. The latter translates  the associations made by the inference engine into VRML sources. 

6.4. Example

A VR-Spider prototype has been developed using the Java language and VRML to realize a non immersive environment.  In what follows we show some mappings of the web concepts found in our university site (see figure 6.3) into a virtual world. In particular, the whole site is mapped to a building, and the lists of faculties, staff, and Ph.D. students are mapped using building rooms as their offices.
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Figure 6.3. Textual representation of the site www.unisa.it 
The system has been trained by formalizing a certain number of concepts and metaphors. It recognizes terms such as “university”, ”faculties”, and “professor” as textual knowledge in the DDS related to the University domain. Thus, the system adopts the build metaphor, showing the university site as a building.
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Figure 6.4. The hyperlink metaphor

In this case each Url is represented trough a virtual room inside the building (see figure 6.4). An example of a conceptualized metaphor is the calendar metaphor used by the system to represent the concept of course scheduling. A fragment of the semantic network used to map the site on the building metaphor is shown in Figure 6.5.
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Figure 6.5. A fragment of semantic network

	January
	1
	2
	….

	February
	.
	.
	….

	March
	.
	.
	…


Figure 6.6. A calendar schema

In this case, by analyzing the relation “located in” the inference engine maps the site into the build metaphor. We have also considered the calendar in Figure 6 as part of this metaphor.   

The sub-net representing the calendar concepts appears in Figure 6.7.
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Figure 6.7. A fragment of calendar semantic net

In this case, the temporal relation “before” is recognized as similar to the temporal relationship between courses in the university semantic network. Thus, the course nodes are associated to calendar cells in the metaphor.

An example of knowledge that is specific to this site, as opposed to generic knowledge about the university domain, has been provided by the system when analyzing the “instructions to connect” present in the main page of our university. In this case, the system represented it through a building map within the building metaphor. In fact, both their conceptual representations highlight a similar use in instructing users unfamiliar with the site or the building structure.
6.5. Conclusion and further research

In this chapter we have presented a prototype system architecture for navigating web sites using virtual world metaphors. The scope is to facilitate naive users in exploring web sites through friendly metaphors. In future we intend to experiment this approach on more web domains. We would like to produce formal experimental data to study  the impact of this approach on the user. It will be important to apply formal measures to compare the VR approach against the web browsing.

Moreover, we would like to extend the VR approach to conceptualize and map multimedia information in the virtual world.  An extension of html, the VR-html, will be proposed in order to define additional tags that can be used to better conceptualize (e.g. to map in a 3D environment) a web site. The VR-Spider architecture will be extended to take in account the interaction paradigms between avatars in a virtual world.

Chapter 7
Browsing the  Web through Virtual Reality

7.1 Intruduction
One of the main goals in Virtual Reality is to provide a user friendly environment. VR interfaces allow a user to easily interact with a computer by providing the illusion of direct manipulation of real objects such as folders, trash cans and physical objects on the desktop. In this panorama the fusion between the WWW and the VR should not surprise. The World Wide Web is an enormous collection of semi-structured documents [40] and many tools have been developed in order to provide efficient search / browse mechanisms. These systems try to tame the unordered and chaotic grown of the web by mining, filtering, clustering, categorizing, and re-mapping it [6, 12, 16, 22, 23, 32, 82]. The main difference between our system and the current VR-Web-Browsers is the mapping of both site content and structure into the VR metaphor. This mapping is realized through a conceptualization of both web information and metaphor elements. 

7.2. A Virtual Reality Crawler 
As shown in Figure 7.1, the VR-spider architecture is composed of a web agent (or Structure Spider), a conceptual parser, a semantic-network-based knowledge base with an inference engine, and a VRML source generator (the virtual world builder). The Structure Spider preprocesses the web information in order to structure and logically decompose it. The view provided by this module is composed of a navigation graph, where each node represents a URL. For each node, the Structure Spider groups the information by media types (e.g. text segment, sound sample, image etc.). This structure is analyzed by a conceptual parser that provides a conceptual representation of the structured information according to well defined conceptual categories. The conceptual representation is stored in the knowledge base, to enrich the pre-built domain related knowledge with specific knowledge of web sites in the same domain. The knowledge base contains also the conceptual representation of a certain number of metaphors stored by the user within the system, together with basic mappings between generic domain elements and metaphor elements. At run time, the inference engine tries to match the conceptual representations of web specific information onto metaphor primitives by means of fuzzy comparison algorithms. The matched web elements are ready to be represented in the virtual world. The unmatched elements are submitted to the user who needs either to adapt the available metaphors to them or modify their conceptual representation. Once all the web elements have been matched within a virtual world metaphor, the VR-Builder updates the VRML sources with the virtual representation of the web information  as computed by the inference engine. Notice that the metaphor repository (e.g. the conceptual representation), and the mapping of domains onto metaphors can be augmented in an incremental fashion. In this way, we expect to reduce the number of unmatched web elements after several iteration steps. Giving a conceptual representation to both web and metaphor elements through semantic networks provides a unified conceptual view that highlights similarities. 

As said above, the conceptualization of the web elements is performed by the conceptual parser. The latter bases the conceptualization process on several conceptual categories, each associated to a particular type of sub-net in the semantic-network. Space and Time will be two important conceptual categories. In fact, spatial and temporal information are central aspects in most virtual world metaphors. parser has rules to parse web pages and to associate web information to conceptual categories. This conceptualization method was first devised in natural language processing [92].

Figure 7.1. The VR-Spider ArchitectureThe conceptual 

In our work we extend the conceptual categories to include spatial and temporal conceptualization. The inference engine visits the conceptual representation of the web in order to associate parts of it to parts of the semantic network representing aspects of metaphors. The matching process could present a certain number of failures. In this case, an expert could adapt a metaphor or modify its conceptual representation to reduce failures. Last step is the definition of the virtual world that is done by the Builder Miner. The latter translates  the associations made by the inference engine into VRML sources. 

A VR-Spider prototype has been developed using the Java language and VRML to realize a non immersive environment. In what follows we show some mappings of the web concepts found in our university site (see figure 7.3) into a virtual world. In particular, the whole site is mapped to a building, and the lists of faculties, staff, and Ph.D. students are mapped using building rooms as their offices.  The system has been trained by formalizing a certain number of concepts and metaphors. It recognizes terms such as “university”, ”faculties”, ”professor” as textual knowledge related to the University domain. Thus, the system adopts the build metaphor (see figure 7.2), showing the university site as a building.
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Figure 7.2. The hyperlink metaphor

7.3. Conclusion and further research

We have presented a prototype system architecture for representing web sites using virtual world metaphors. The scope is to facilitate naive users in exploring web sites through friendly metaphors. In future we intend to further experiment this approach. Other than employing more sophisticated matching functions, we intend to better investigate conceptualization of multimedia information through Mpeg 7. The VR-Spider architecture will be extended to take in account the interaction paradigms between avatars in a virtual world.
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Appendix A – A sample database of pictures
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Table 5.2.2.2. Authorization values in the order-processing scenario.





Figure 5.2.1. Basic states in the life-cycle of an authorization-step.
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Figure 5.4.1. A hypotetical client-to-business task diagram.
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Figure 5.4.4. A Consortium Authorization Schema.
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� We use the term trustee to refer to any one of the following: user, process, agent, service or daemon. 
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Figure 5.2.2.1. Authorizations in an order-processing scenario.
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