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ABSTRACT

This dissertation describes a computational system for the automatic analysis of noun sequences in unrestricted text.  Noun sequences (also known as noun compounds or complex nominals) have several characteristics which prove to be obstacles to their automatic interpretation.  First, the creation of noun sequences is highly productive in English; it is not possible to store all the noun sequences that will be encountered while processing text.  Second, their interpretation is not recoverable from syntactic or morphological analysis.  Interpreting a noun sequence, i.e., finding the relation between the nouns in a noun sequence, requires semantic information, both in limited domains and in unrestricted text.  The semantic analysis in previous computational systems relied heavily on the availability of domain-specific knowledge bases; these have always been handcoded.  

In this dissertation, we will describe a new approach to the problem of interpreting noun sequences; we also propose a new classification schema for noun sequences, consisting of 14 basic relations/classes.  The approach involves a small set of general rules for interpreting NSs which makes use of semantic information extracted from the definitions in on-line dictionaries; the process for automatically acquiring semantic information will be described in detail.  Each general rule can be considered as the configuration of semantic features and attributes on the nouns which provide evidence for a particular noun sequence interpretation; the rules access a set of 28 semantic features and attributes.  The rules test relatedness between the semantic information and the nouns in the noun sequence.  The score for each rule is not determined by the presence or absence of semantic features and attributes, but by the degree to which the nouns are related.

The results show that this system interprets 53% of the noun sequences in previously unseen text.  An analysis of the results indicates that additional rules are needed and that the semantic information found provides good results, but some semantic information is still missing.  For these tests, only information extracted from the definitions were used; on-line dictionaries also contain example sentences which should be exploited, as well as the definitions of words other those in the noun sequence.
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1  Introduction

The interpretation of noun sequences (henceforth NSs, and also known as noun compounds or complex nominals) has long been a topic of research in natural language processing (NLP) (Finin 1980, McDonald 1981, Sparck Jones 1983, Leonard 1984, Isabelle 1984, and Dahl et al. 1987).  These studies are concerned with two issues: (1) the computational algorithm for interpreting NSs, and (2) the set and structure of semantic features that is required to interpret the NSs automatically.  These issues are addressed within the limited domain of various technical sublanguages, where the scope of the vocabulary and the kinds of NSs could be contained.  As NLP moves its focus away from technical sublanguages towards the processing of unrestricted text, it is necessary to construct robust NLP systems which can no longer take advantage of limited domains.

Several characteristics of NSs prove to be obstacles to their automatic interpretation.  First, the creation of NSs is highly productive in English; it is not possible to store all of the possible NSs in an on-line dictionary.  Second, their interpretation is not recoverable from a syntactic or morphological analysis of NSs.  While a syntactic analysis of the sentence the mouse likes cheese can assign a Subject role to mouse and an Object role to cheese, a syntactic analysis of the NS plum sauce can only assign a flat structure in which the preceding noun plum modifies the final noun sauce.  Syntactic analysis alone cannot interpret plum as the Ingredient of sauce, or interpret knowledge as the Object of representation in the NS knowledge representation.  Morphological analysis of the NS provides evidence of a specific interpretation only for a subset of NSs in which one of the nouns is ultimately derived from a verb.  The -er suffix on the head noun typically indicates an Object relation as in the NS city planner, and the -ing suffix on the modifying noun typically indicates a Purpose relation as in the NS cutting knife.  

A semantic analysis is required in order to interpret an NS, both in limited domains and in unrestricted text (and a pragmatic analysis as well according to Sparck Jones 1983).  The semantic analysis in previous NLP systems relied heavily on the availability of domain-specific knowledge bases, but these have always been handcoded.  There are several projects which attempt to provide (also by hand) the semantic information for processing unrestricted text (Dahlgren 1988, Miller et al. 1990).  The ongoing Cyc project (Lenat and Guha 1989) has also been positioned as a lexical resource for NLP systems.  Of these, only Wordnet (Miller et al. 1990) provides coverage for unrestricted text, but it does not include the detailed semantic information of the kind required to interpret NSs, as discussed in Chapter 3.

Given that it has proved very difficult and very time-consuming to handcode broad-coverage semantic information, intense research has focused on the automatic acquisition of semantic information from on-line dictionaries (Amsler 1980, Chodorow et al. 1985, Markowitz et al. 1986, Jensen and Binot 1987, Ahlswede and Evens 1988, Neff and Boguraev 1989, Boguraev and Briscoe 1989) and more recently, on acquisition from free text (Hearst 1992, Grishman and Sterling 1992).  With the exception of Jensen and Binot (1987), none of these studies has attempted to identify much semantic information beyond hypernymy for nouns and selectional restrictions for verbs, information which is still not sufficient for NS interpretation.  

To obtain the semantic resources necessary to interpret NSs, I have extended the general approach outlined in Jensen and Binot (1987) for the automatic acquisition of semantic information.  The approach proposed in this thesis comprises (1) a syntactic analysis of the definitions in an on-line dictionary and (2) patterns which identify a set of semantic relations and their values on the basis of the syntactic analysis.  These semantic features prove sufficient for the task of NS interpretation, but any type of semantic information that is expressed in a dictionary can, in principle, be identified using this general approach, as demonstrated in previous studies based on Jensen and Binot (Jensen and Binot 1987, Ravin 1990, Klavans et al. 1990, Vanderwende 1990).

Even with the appropriate semantic information, the problem of interpreting NSs is not yet fully understood.  Theoretical linguistics has made various claims about the correct classification of NSs (Jespersen 1954, Lees 1960 and 1970, Downing 1977, and Levi 1978); unfortunately, no single classification schema has emerged from these studies.  The classification of an NS implies its interpretation; the NSs garden party and city folk are both members of a Locative class, which implies that their interpretations are a party which is in a garden and folk who are in the city, respectively.  Paraphrases such as these, however, are not universally accepted as appropriate interpretations of an NS (Downing 1977).  Instead, interpretation could be defined as determining what type of relation holds between the first and second noun.  Such relations could be considered conceptual relations (Sowa 1984) or functional relations, by extending this term to include Locative and Purpose, e.g., as well as the traditional functional relations Subject and Object, or they could be considered semantic relations, though we will reserve the term semantic relations in this thesis to refer only to semantic information in on-line dictionaries to avoid confusion.  Neither the theoretical nor computational literature (e.g. Finin 1980, Leonard 1984) has provided any method for determining the set of possible classes (i.e. relations that can hold between the nouns in a NS) or any method for determining the most plausible class membership.

In this dissertation, we will describe a new approach to the problem of classifying NSs and interpreting these automatically; this approach involves a small set of general rules for interpreting NSs which makes use of semantic information extracted from the definitions in on-line dictionaries.  In order to ensure the adequacy of this approach when applied to unrestricted text, the results will be evaluated on the basis of a corpus which consists of NSs studied in the previous literature and NSs identified in the tagged version of the Brown corpus (Kucera and Francis 1967).  

In Chapter 2, we present the new classification schema that will be the framework for the computational analysis of NSs.  This classification schema is composed of fourteen basic classes which have each been formulated as a wh-question; to classify an NS is to find which wh-question the modifier (first noun) best answers.  For example, the NS garden party is a member of the ‘Where?’ class because this is the most appropriate question to which the modifier garden is the answer.  Formulating the classes as wh-questions already provides one test of class membership; two other tests will be described that rely on judgments of redundancy and coordination.  In order to position this new classification schema within the field, the previous claims about the classification of NSs will be reviewed and the classification schema of each will be compared to the proposed schema.  

In Chapter 3, we will describe the proposed algorithm for automatically interpreting NSs, i.e. for establishing an NS as a member of one of the fourteen classes presented in Chapter 2.  This algorithm has been implemented as part of this thesis and it is named SENS, the System for Evaluating Noun Sequences
.  There is a small set of general rules for interpreting NSs and there is a weight associated with each rule, which encodes to what extent the rule was successful.  The algorithm consists of applying all of the rules to the NS and evaluating the results on the basis of the weights assigned by the rules; the highest weight determines which is the most plausible interpretation.  In earlier computational algorithms, the best interpretation is determined by the order in which the rules are applied.  The difference between earlier algorithms and the proposed algorithm is motivated by the nature of unrestricted text; in a limited domain, the appropriate sense of a noun is part of the domain, whereas in unrestricted text, part of the interpretation task is to discover which noun senses combine to produce a coherent NS interpretation.

These rules access semantic information for each of the nouns in the NS; this semantic information consists of binary semantic features and of semantic attributes, which have complex values.  The set of semantic features and attributes that is required for the interpretation of NSs will emerge from the description of all of these rules.  

In Chapter 4, we will describe SESEMI, a System for Extracting SEMantic Information
.  SESEMI is an implementation of the approach proposed in this thesis for creating very detailed semantic resources automatically from on-line dictionaries.  This approach involves a full syntactic analysis of the definition text and patterns which identify semantic information by matching against the structure provided by the analysis; the approach proposed here extends the approach outlined in Jensen and Binot (1987).  These patterns identify both semantic features, which have binary values, and semantic attributes, which themselves can have complex structure.  Only this detailed level of semantic information is sufficient for SENS; the literature review will reveal that earlier efforts to extract semantic information automatically fall short of the detail that SENS requires.

In Chapter 5, we will discuss the results of applying the SENS algorithm to a corpus of NSs.  This corpus contains NSs discussed in previous studies and was selected to ensure that the corpus include examples of all possible classes of NSs.  The corpus also contains NSs from the tagged version of the Brown Corpus to ensure that the algorithm is adequate for interpreting NSs from unrestricted text, not only textbook examples.  The evaluation will include an error analysis in the following categories: (1) syntactic analysis of the definitions, (2) SESEMI patterns that identify semantic information, (3) wrong SENS interpretation, and (4) missing SENS interpretation.

The remainder of Chapter 1 will define more precisely the terminology in this thesis, specifically the term noun sequence.

1.1  What is a Noun Sequence?

As is often the case with terminology, each author employs a different term and intends a slightly different class of objects to be covered.  The various terms that have been used include: ‘substantive compound’ (Jespersen 1954), ‘nominal compound’ (Lees 1960, 1970), ‘complex nominal’ (Levi 1978), ‘noun + noun compound’ (Downing 1977), ‘nominal compound’ (Finin 1980) and ‘noun sequence’ (Leonard 1984).

In this thesis, a noun sequence is a sequence of two nouns which are separated by white space and which are constituents of the same nominal phrase (NP).  For a sequence of only two nouns, the first noun is the modifier and the second noun is the head by default
.  Consider for example the NS plum sauce.  The sense of an NS is an instance of the type expressed by the head; since plum sauce is an instance of the type sauce, the second noun, sauce, is the head of the NS.  

The term ‘noun sequence’ has been chosen over ‘noun compound’ or ‘compound noun’, because in the literature ‘compound’ has been used to indicate that the two nouns form a semantic unit as well as a syntactic unit.  NSs are really only possible noun compounds; the semantic analysis, SENS, will provide an evaluation of how likely an NS is to be a coherent semantic unit, i.e. a noun compound.  For example, NSs that are composed of more than two nouns can be grouped into smaller sequences.  On the basis of syntax, the NS shark fin soup can be grouped into the syntactic units (shark fin) and soup or it can be grouped as shark and (fin soup).  Only after SENS has applied do we know that the NS shark fin more likely to be a semantic unit than fin soup; after the semantic analysis, we can refer to shark fin as a noun compound.

1.2  Coverage of noun sequences by SENS

The NSs which SENS is intended to interpret are those whose meaning is composed in a straightforward manner from the meanings of the nouns which compose the NS; SENS only provides literal interpretations.  These NSs can be interpreted according to general rules.  An example of such an NS is vegetable market, which can be interpreted as a market for the purpose of buying and selling vegetables.  There is no meaning added that is not predictable from the definitions of the nouns vegetable and market and from the general relation, which, for now, we can postulate as Purpose.

Many of the NSs that first come to mind can be found in a dictionary such as the Longman Dictionary of Contemporary English (henceforth, LDOCE), e.g. apple pie, beach ball and cable car.  If an NS is already an entry in a dictionary, there is no need for SENS to apply, because the meaning of the NS is given in its definition.  Given the approach described in Chapter 4, semantic relations can be extracted from definition strings, and in fact, the semantic relations are at the same level of analysis as that provided by SENS.  Most of the NSs found in unrestricted text, however, will not have separate entries in on-line dictionaries and for these, SENS must provide an interpretation.

It is important to identify two classes of NSs that have been discussed in the theoretical literature as NSs but that are excluded from this study because their meaning is not related in a straightforward manner to the meaning of the nouns composing the NS: partially and completely lexicalized NSs.  An example of a partially lexicalized NS is shell shock, which has a literal interpretation, shock caused by a shell or shells, but also a more specialized meaning, psychological trauma suffered by soldiers due to battlefield experiences (Levi 1978, p.10).  As one would expect, this NS warrants a separate entry in the dictionaries; Webster’s Seventh New Collegiate Dictionary and the American Heritage Dictionary of the English Language, Third Edition list the entry as shell shock and the entry in LDOCE is listed as a compound without space, shellshock.

Completely lexicalized NSs are entirely non-compositional, ‘those in which neither noun plays any role in the semantic interpretation’ (ibid., p.12) and for which no literal interpretation is appropriate.  An example of a completely lexicalized NS is soap opera, for which there is an entry in LDOCE: 

soap opera (L n)
: ‘a daily or weekly continuing television or radio story (SERIAL) which is usu. about the characters’ private troubles’  

The definition of soap opera shows that neither the meaning of soap or of opera contributes to the meaning of the NS.  The American Heritage Dictionary, Third Edition does include the origin of this compound ‘[From its originally having been sponsored by soap companies.]’, but the absence of such compounds as jewelry mystery or toothpaste game shows further indicates that it is not productive, i.e. there is no general rule which relates the advertising of a product with the type of program it sponsors.

It must also be stated from the beginning that SENS will only produce interpretations for NSs in isolation, i.e. without any access to context beyond the meanings of the nouns in the NS.  There is no doubt that context, both intra- and inter-sentential, plays a role in determining the correct interpretation of an NS.  The most plausible interpretation in isolation might not be the most plausible given the context, and for this reason, SENS produces all of the possible interpretations in order of their plausibility; further semantic processing with access to its context could choose to rearrange the plausibility of the NS interpretations.  It is a premise of SENS that, whatever the context is, the final interpretation of an NS will always be among those generated by SENS.

2  Classification of noun sequences

This chapter will review the claims in the linguistic literature about the interpretation of NSs, thereby laying the groundwork for the discussion in Chapter 3 of SENS, a computational system for interpreting NSs.  The purpose of this review is to build on the work in previous studies.  Since the linguistic literature has not converged on a classification schema that accounts for all NSs, I have introduced a new classification schema that is intended to be comprehensive.  I have also introduced a set of tests that are intended to be useful for establishing NSs as members of a certain class of NSs.  This new classification will be the framework against which we can then discuss the success and shortcomings of SENS’ interpretation of NSs in Chapter 5. 

Theoretical linguistics has studied the classification of NSs from various perspectives, but mainly these studies have focused on the semantic aspect, discovering which are the functional relations implicit between the nouns in an NS.  Somehow, we know that there is an important Locative relation in field mouse (mice which are located in a field)
, but not in lemon peel.  Peels are not thought of as located in lemons; rather this is a peel which is part of a lemon.  

The discussions in Jespersen (1954), Lees (1960, 1970), and Levi (1978), focus on providing a classification which is sufficient for the description of NSs.  The corpus of NSs for these studies is the stock of already existing NSs, on the assumption these will contain evidence of all possible relations that are found in NSs.  (Their corpus therefore includes lexicalized compounds, such as swan song, which are outside the scope of this thesis.)  The differences between these studies lie in the theoretical frameworks used for the descriptions.  They are similar in that all these studies require prior knowledge of the meaning conveyed by the NS in order to arrive at a classification.  None of these studies provides a method for interpreting an unknown NS.

There are only a few studies (Downing 1977, Leonard 1984, Finin 1980 and to a lesser extent Levi 1978), which try to predict what the meaning of an NS is.  These studies focus on NSs that are not found in a dictionary, assuming that such NSs are transparent enough to allow an interpretation based on the senses of each of the two nouns.  Such studies of course include a classification schema for NSs, but their focus is to discover by what means a particular interpretation can be established, i.e. what set of features/relations can motivate the classification of an NS in a particular way.

More recently, NSs are being studied within the generative framework by Selkirk (1982), Lieber (1983), Fabb (1984), Sproat (1984), Di Sciullo and Williams (1987), Roeper (1988) and Booij and van Haaften (1988) (for a review of these works see Spencer 1991, p.327-343).  The NSs that are discussed in these studies are only those with a deverbal head noun (e.g. truck driver and trash removal).  All assume that the modifying noun is assigned a grammatical function of the verb underlying the head noun; truck is assigned an object function for the verb underlying driver in truck driver.  These studies differ as to which is the correct level of explanation: the level of subcategorization, the level of theta-grids (a syntactic categorization), or the level of Lexical-Conceptual slots (a semantic categorization where an actual case role is specified, e.g. agent, instrument, or location).  These studies also differ in the internal structure that is posited for NSs, which is largely a discussion of whether the nominalizing suffix is adjacent to only the head noun, or to the compound unit.  For example, there are two possible structures for truck driver:
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Figure 1.  Possible structures for truck driver (see Spencer 1991, p.327-8)

These studies do not, however, discuss NSs for which the modifying noun is the subject of the deverbal head noun.  Examples of such NSs are population growth and cat scratch, presented by Lees (1960) and Finin (1980).  Various principles (e.g. Selkirk’s Subject Restriction, in Spencer 1991,p.328) are in fact dedicated to excluding the modifying noun from a subject role in the deverbal head noun.

The study of NSs in the generative framework is undertaken to validate certain hypotheses regarding morphological and syntactic structure of NSs, but the goal is obviously not to study the semantic structure of NSs.  NSs with a head noun that is not derived from a verb have received less attention, presumably because extralinguistic, pragmatic information is required to adequately describe them.  Selkirk’s position is representative:

For nonverbal compounds, the range of possible semantic relations between the head and nonhead is so broad and ill defined as to defy any attempt to characterize all or even a majority of the cases.  [...] The following terms identify the classes of nonverbal noun compounds included in the list: Appositional, Associative, Instrumental, Locative, [...].  But such a list is of little interest from the point of view of grammar.  No particular theory or analysis requires a breakdown into exactly these semantic relations or determines that the list could not in principle be extended in any direction.  Indeed, many compounds either fit only grudgingly into these classes or do not fit at all.  I would argue that it is a mistake to attempt to characterize the grammar of the semantics of nonverbal compounds in any way.  [...] The only compounds whose interpretation appears to be of linguistic interest, in the strict sense, are the verbal compounds [...] (Selkirk 1982, p.25).

Currently, the study of all types of NSs has been taken up in the field of computational linguistics (e.g., Finin 1980 and Leonard 1984).  From a theoretical perspective, the computer is an ideal tool for testing any hypothesis of necessary and sufficient features for classifying NSs because it cannot possibly bring any prior knowledge to bear on the NS at hand, nor can it make any inferences unwittingly.  And, from a more practical perspective, NLP systems need a good method for the analysis of NSs, especially NLP systems in technical domains where NSs are particularly frequent.

2.1  Overview of previous noun sequence classifications

2.1.1  Jespersen

Jespersen (1954) first divides NSs according to which noun is the head of the NS.  For purposes of this dissertation, an NS is a sequence of two nouns surrounded by white space (e.g. vegetable market);  Jespersen’s description also includes compounds in which the two nouns are connected without any space or with a hyphen (e.g. tiptoe and boy-king).  Jespersen identifies six classes of NSs of which only three are within the scope of this thesis: final determinative, copulative, and appositional.  The copulative and appositional classes could be conflated because a relation of equality underlies both; they differ only in that copulative is limited to country/district names
 (e.g. Schleswig-Holstein) and appositional is limited to persons (e.g. woman writer).  The other three that Jespersen describes are: initial determinative (e.g. tiptoe, which are rare according to Jespersen), bahuvrihi compounds
, and initial determinatives joined by a preposition (e.g. mother-in-law).   

The final determinatives are further subdivided by Jespersen into the following classes, where the first noun of the sequence is the value of the relation in question (e.g. earth is the subject of quake in earthquake):

RELATION NAME
EXAMPLES

Subject
earthquake, sunrise

Object
sun-worship, childbirth

Place
garden party, land-breeze

Time
daydream, wedding breakfast

Purpose
keyhole, dining room

Instrument
gunshot, footstep

Contained in
feather bed, sandpaper

Resembles
needle fish, silver-fox

Material
gold ring, stone wall

Figure 2.  Jespersen’s classification schema

After having described his classification schema, Jespersen adds that ‘the analysis of the possible sense-relations can never be exhausted’ (Jespersen 1954, p.138), mainly because ‘it is difficult to find a satisfactory classification of all the logical relations that may be encountered in compounds’ (ibid., p.137-8).  These observations are also put forth strongly by Downing on the basis of psychological experiments.  However, for some of the examples given, e.g. goldsmith, the sense-relation can be found, not directly for the words gold and smith, but in the meaning underlying either of the two nouns (as also suggested by Jespersen (ibid., p.143)).  While the relation between gold and smith is not one of the 9 above, there is a verb associated with the noun smith, namely to work (metals)
.  Given the implicit verb work, an object relation can be established between gold and smith, which is explicit in the paraphrase: a goldsmith is a smith who works gold.  By considering the verbs that are implicit in the meaning of the nouns, the number of NSs that yield to the above classification schema increases.  (See Chapter 4 on how to identify the implicit verbs in on-line dictionaries.)

As we will see later, Jespersen’s classification of final determinatives is the most like the classification schema that will be proposed for SENS.  What makes his study descriptive rather than predictive is the lack of any method for interpreting and classifying an NS if one did not already know its meaning.

2.1.2  Lees

Lees (1960) provides an account of NSs within the early Transformational Grammar framework.  All NSs are generated by applying successive transformations to a kernel sentence.  An example of this is the derivation of population growth.  The first line (The population grows) is the kernel sentence:

The population grows.  - - - >  (GT7)

... population’s growth ... - - - > (T71*)

... growth of the population ... - - - > (NPN)

... population growth ...

Figure 3.  Example of NS derived from a kernel sentence  (Lees 1960, p.138)

Lees’ classification schema is based on the grammatical relation between the modifying noun and the head noun in the kernel sentence.  The NS population growth is in the Subject-Verb class, because in the kernel sentence, population is the subject and grow the verb.  The naming of the classes follows the order of the kernel sentence.  The NS oil well, for example, is in the Subject-Object class.  This is because in the kernel sentence from which the NS oil well is derived,  the well yields oil, the first noun of the kernel sentence, well, is the subject,  and the second noun, oil, is the object.

Lees lists the following classes of NSs, each followed by a few examples:

Relation
Example

Subject-Predicate
girl child, pine tree, tape measure

Subject-Middle Object
(OF) apple core, arrow head
(WITH) ice water, family man

Subject-Verb
dance team, population growth, bee sting
assembly plant, suction pump

Subject-Object
oil well, disease germ, car thief

Verb-Object
stock exchange, mail delivery, book review

Subject-Prepositional Object
(IN, AT) country club, farm boy, night owl
(FOR) arms budget, coffee cream
(LIKE) fiddler crab, garter snake

Verb-Prepositional Object
dance hall, escape hatch, departure date,
delivery room, junk dealer, steam bath

Object-Prepositional Object
bull ring, banana port, cradle song, 
baseball season, law court
(FROM) apple sauce, grape sugar
(OF) mud pie, paper money
(WITH) apple cake

Figure 4.  Lees (1960) classification schema  (Lees 1960,  p.125)

Some of the classes in Lees’ classification are subdivided because the transformations which the members of the class undergo may differ, as above for the class Subject-Middle Object (not all of Lees’ subclasses have been included in figure 4).  For the NS apple core, the kernel sentence is The apple has a core.  Similarly, ice water is derived from the kernel sentence The water has ice.  However, an intermediate form of apple core is a paraphrase with the preposition of, the core of the apple, but an intermediate form of ice water is a paraphrase with the preposition with, the water with ice.  Note also that in apple core, the subject in the kernel sentence is the modifying noun, whereas in ice water, the subject in the kernel sentence is the head noun (compare with Levi’s separate classes: HAS1 and HAS2, see figure 7).  

Classifying NSs according to their grammatical function brings with it all the ambiguity inherent in the grammatical function.  Later, within the framework of Case Grammar, there was a clearer understanding that a grammatical function had various meanings (e.g. the subject function can be interpreted as an agent, instrument or patient (see Fillmore 1968)).  Similarly, given the ambiguity of prepositions, Lees’ classes of Subject/Object/Verb + Prepositional phrase also have little else in common except syntactic structure; there are no semantic reasons for grouping coffee cream and night owl.

Lees (1970) is a revision of Lees (1960), following the change in theory brought about by Aspects of the theory of syntax (Chomsky 1965), which requires that there should be no semantic difference between deep structure (a concept which replaced ‘kernel sentence’) and surface structure. 

According to Lees’ analysis in 1960,  the verb steal is deleted from the kernel sentence a thief steals cars in order to derive car thief, and the verb infest is deleted from the kernel sentence a bug infests beds in order to derive bedbug (see Lees 1970, p.180).  This analysis, however, is no longer compatible with the assumption that there should be no semantic difference between deep structure and surface structure, given that in the first example, the verb steal is deleted, while in the second example, the verb infest is deleted.  

Lees considers possible explanations that would still account for the relation between car thief and steal, and between bedbug and infest: (1)  every compound is as many ways ambiguous as there are different verbs; (2) ‘the grammar somewhere associates explicitly with each Object/Subject pair just the right verbs which may be deleted in the formation of the compounds allowed’ (Lees 1970, p.180).  The second explanation is plausible if we assume that knowledge of the correct implicit verb is non-linguistic; this is the view clearly held by more recent theorists in the generative framework and prevents them from studying any NSs but those which have an explicit verbal element, see Spencer (1991).  The second explanation is also plausible if we assume that ‘the right verbs’ can be found in the dictionary entries of the nouns in the NS (a position that will be supported in this thesis).  

Lees (1970) claims that (2) is best effected by ‘associating one or a small number of generalized verbs with certain classes of compounds by fixed grammatical rule, so that the compounds in question need not be described by the grammar in such a way as to imply that they are indefinitely ambiguous’ (Lees 1970, p.182).
  Figure 5 is an overview of Lees’ 1970 classification.  In contrast to Lees’ 1960 classification, some of the prepositions (in the subclasses) are now part of the main classification, reflecting their meanings as Instrument and Locative.  However, like his 1960 approach, the word order in the deep structure hypothesized for these NSs determines the relation name.

Relation name
Generalized Verbs
Example

V-O-A
( reconstructible from       head-noun)
airplane pilot, car thief

V-O-I (a)
energize, drive, impel
air rifle, oil stove

V-O-I (b)
cause, yield, produce
battle fatigue, diaper rash

V-O-A-I (a)
repel, prevent, suppress
bug spray, headache pill

V-O-A-I (b)
preserve, ensure, protect
chastity belt, safety lock

V-O-A-I (c)
provide, supply, produce
coke machine, water pistol

V-O-A-I (d)
determine, measure
deflection gauge, hour glass

V-O-A-I (e)
exhibit, portray, show
fashion show, flowchart

V-O-L (a)
live, work  (endocentric)
bedbug, cave man

V-O-L (b)
(exocentric)
prairie dog, water moccasin

V-O-L (c)
(inanimate)
body fluids, house dust

V-O-A-L (a)
keep, nurture, put
bird cage, duck pond

V-O-A-L (b) 
sell, deal in, service
fruit market, grocery store

V-O-A-L (c)
use, put
curry powder, garden party

V-O-A-Ab (a)
get, obtain, derive
coal mine, honey bee

V-O-A-Ab (b)
make, prepare, concoct
apple sauce, wood alcohol

Figure 5.  Lees (1970) classification schema  (Lees 1970, p.182-5) 

[V=Verb, O=General complement, A=Agent, I=Instrument, L=Locative, 
Ab=Source]

In addition, Lees (1970, p.185) mentions several other categories which are not treated within the Transformational Grammar framework, but which can be compared to relations discussed by others:

Relation
Example

Object/Property
collar size, vapor pressure

Whole/Part
oyster shell, whale bone

Contents
picture book, air pocket

Resemblance
bulldog, hairspring

Form
brick cheese, lump sugar

Material
paper money, butter cookie

Figure 6.  Additional classes of NSs in Lees (1970)

2.1.3  Levi

Levi (1978) discusses NSs from the perspective of Generative Semantics.  NSs are generated according to a set of transformations which derive the surface realization from a deeper level of logical structure.  According to Levi, all NSs must be derived from an underlying NP structure containing a head noun and a full S in either a relative clause or NP complement construction.  They can all be derived by one of just two syntactic processes: predicate nominalization and predicate deletion.  Predicate nominalization is a derivation that transforms x such that x plans cities into city planner.  Predicate deletion transforms an underlying relative clause into an NS, e.g. field mouse is derived from a mouse which is in the field by predicate deletion of in.  The predicates that can be deleted  in this way represent the only semantic relations which can underlie NSs which are not formed through predicate nominalization.  These predicates are: cause, have, make, use, be, in, for,  from and about.  Some of these relations hold in both directions, and so there is a total of 12 relations in the figure below.

N1 SYMBOL 174 \f "Symbol" N2
example
N2 SYMBOL 174 \f "Symbol" N1
example

N1 causes N2
drug death
N2 causes N1
tear gas

N1 has N2
government land
N2 has N1
apple cake

N1 makes N2
daisy chain
N2 makes N1
silkworm



N2 uses N1
steam iron

N1 is N2
soldier ant





N2 is in N1
field mouse



N2 is for N1
horse doctor



N2 is from N1
olive oil



N2 is about N1
tax law

Figure 7.  Levi’s classification schema

[N1 is the first, or modifying, noun and N2 is the second, or head, noun]

Having established these as the possible relations that can hold in an NS, the result is a description in which each NS is at least 12 ways ambiguous, and possibly 14, given that it is not always evident from the form of the head noun whether it is morphologically complex.  (The -er suffix overtly marks the derivation of the noun planner from the verb plan;  there is no overt suffix marking the derivation of the noun attack from the verb attack.)  One of Levi’s major claims is that ‘any given [NS] form is inherently and regularly ambiguous over a predictable and relatively limited set of possible readings, although any one of these readings may be used more frequently than the others, or even exclusively, in a given speech community and during a certain period, the potential ambiguity still remains part of a speaker’s competence and hence must be recognized in any grammatical description of these forms’ (Levi 1978, p.50).

While the focus of her study is the syntactic and semantic properties of NSs
, Levi also claims that ‘the potential ambiguity that is created by the multiplicity of possible underlying sources for a given surface [NS] is drastically reduced in discourse by both semantic and pragmatic considerations’ (ibid., p.50)
.  As an example where semantic information can provide disambiguation, consider field mouse.  Levi notes the following: ‘the predicate in can be the deleted predicate only if (a) the prenominal modifier can be construed as a locative noun (in either a concrete or abstract sense), and (b) the resultant locative relation between the head noun and its modifier seems semantically plausible in a given context’ (ibid., p.158).  Without adding more detail on how to interpret the NSs, Levi does mention that ‘the combination of nouns that occur within a single [NS] are not entirely random but, rather, appear to follow certain highly favored semantic patterns’ (ibid., p.240).  Some of these patterns are given in figure 8 :

Modifier (N1)
Head N (N2)
Relation
Examples

habitat
living thing
IS IN
field mouse

function
artifact
IS FOR
drill press

power source

USES
steam iron

time
activity
IS IN
morning lectures

place

IS IN
home instruction

subject



papal appeal

object


car repair

instrument

USES
shock therapy

sex/age
people
IS
boy genius

home (=habitat)

IS IN
country cousins

occupation

IS
lawyer friends

Figure 8.  Semantic features for Levi’s classification (Levi 1978, p.240)

Although these semantic considerations provide a good beginning for interpreting which underlying relation is the most plausible, they do not handle all of the possible NS relations.

2.1.4  Downing

The description of NSs in Downing (1977) focuses on the functional role of an NS, i.e. when to use an NS correctly.  The functional role is more relevant from the point of view of production, rather than interpretation, but it must be taken into account because the considerations for creating or using an NS almost certainly influence the interpretation of an NS.  Downing says that ‘the appropriateness of a given relationship in a given context depends on the semantic class of the head noun, the predictability of the relationship, and the permanence of the relationship’ (Downing 1977, p.828).

Most analyses treat NSs as reduced sentences or as reduced relative clauses, as we saw above in Levi’s work.  Downing cites Zimmer (1971, C12-16) who ‘suggests that [...] compounds, unlike full sentences, typically serve as naming devices, used to denote ‘relevant categories’ of the speaker’s existence’ (Downing 1977, p.823).  Downing concludes therefore that ‘sentential paraphrases are incomplete, for they cannot convey the fact that the speaker considers the referent worthy of a name rather than a description’ (ibid., p.824).  

The inventory of relationships proposed by Downing is closer to Jespersen’s because the classes are more descriptive in nature and are not limited to those which can be expressed syntactically, as is the case in Lees (1960, 1970) and Levi (1978).

Relation
Example

Whole-part
duck foot

Half-half
giraffe-cow

Part-whole
pendulum clock

Composition
stone furniture

Comparison
pumpkin bus

Time
summer dust

Place
Eastern Oregon meal

Source
vulture shit

Product
honey glands

User
flea wheelbarrow

Purpose
hedge hatchet

Occupation
coffee man

Figure 9.  Downing’s classification schema

While offering this list of relationships, Downing is careful to point out that it does not exhaust the possible compounding relationships.  For example, there is no relation taken in preparation of that would account for the most likely interpretation of dinner-bath, namely a bath taken in preparation of dinner (Downing 1977, p.826).  Neither is there a relation stretching between that would account for the interpretation of toe web, namely a web stretching between two toes (ibid., p.826).  These specific relations can be reduced to a more general Time and Place relation respectively, but they are not equivalent to the general relations presented above.  There is a significant difference in meaning between the general interpretation of dinner-bath as a bath at the time of dinner and the specific interpretation: a bath taken in preparation of dinner.

With respect to this thesis, the most interesting result of Downing’s investigation is the correlation between the compounding relationship and the semantic class of the head member of the compound.  The five semantic classes that Downing identifies are: human, animal, plant, natural object, and synthetic object.  She finds that ‘relationships which are of classificatory relevance with respect to one type of entity appear to be irrelevant with respect to another’ (ibid., p.829).  An example of this is banana fork, for which the head noun fork is a synthetic object, and synthetic objects most frequently participate in Purpose NSs; therefore the most likely interpretation of banana fork is a fork which is used to eat or mash bananas.  Compare this with police demonstrators where the head noun demonstrators is in the semantic class human, which most frequently participates in an Occupation relationship; therefore the most likely interpretation of police demonstrators is demonstrators who are police officers.  Although these five semantic classes do not unambiguously determine the best interpretation of the NS, the semantic class of the head noun can be used in SENS to assign a higher likelihood to a particular relation.

2.1.5  Finin

Finin (1980) offers a computational approach to making explicit the underlying semantic relationship of an NS, a nominal compound in Finin’s terminology.  His approach attempts to account for the fact that ‘there can be arbitrarily many possible relationships between the nouns, each appropriate for a particular context’ (Finin 1980, p.5).  This observation is similar to that of Downing discussed above.

While the input to Finin’s system is also an NS in isolation, i.e. without any context, there is an important difference between his work and SENS.  For Finin, NSs are restricted to ‘those made up of just two words, both of which are nouns that unambiguously refer to objects that we know and understand’ (ibid., p.4, my italics).  This allows the system to access very detailed lexical hierarchies where semantic roles, facets and their fillers can be inherited through a chain of ancestors; such inheritance is not feasible if there is ambiguity at any point, since it would not be known which ancestor to inherit from.

Each word in Finin’s system is represented as a semantic frame with any number of slots that are either filled or marked according to their required or preferred fillers.  Each word also carries information about which interpretation rules should be tried if the word appears as the modifier or head noun in an NS, and this information can also be inherited.  Finin can claim, therefore, that the specific interpretation is suggested by the words themselves, not derived from a fixed list of possible relations.

Because the NS interpretations are suggested by the complex semantic frame for each word, it is difficult to give an overview of Finin’s classification schema.  Some of the relations are presented below.  

Relation
Example

Agent + Verb
cat scratch

Object + Verb
engine repair

Instrument + Verb
knife wound

Vehicle + Verb
boat ride

Recipient + Verb
Unicef donations

Location + Verb
ocean fishing

Time + Verb
summer rains

Source + Verb
Chicago flights

Destination + Verb
target shooting

Cause +Verb
drug killings

Verb + Agent
repair man

Verb + Object
throwing knife

Verb + Instrument
cooking fork

Verb + Location
meeting room

Verb + Time
election year

Verb + Source
shipping depot

Figure 10.  Finin’s classification schema (Finin 1980, p.18-20)

An important contribution is Finin’s concept of ‘role nominal’.  ‘When a nominal compound [NS] contains a word that can be interpreted as a role nominal, then the underlying relation can be suggested by the verb to which the nominal refers’ (ibid., p.21).  For example, the noun food is a role nominal because it has a reference to the verb eat and fills the role of object in that verb.  The NS cat food can therefore be interpreted as the food which a cat eats.  The NS elephant gun can be interpreted as a gun that is used to shoot elephants, given that gun is a role nominal and fills an instrument role in the verb shoot (see Finin 1980, p.21).

How do we know when a noun is a role nominal?  Any noun can have a reference to a verb, but not every noun should be interpreted as a role nominal.  Given that the semantic frames for each word in Finin’s system have been hand-coded, some intuitive measure of presupposition or frequency within the domain must have been applied.  Finin provides no guidelines for determining role nominals, however, just as Lees (1970) doesn’t provide any reason why in the NS bedbug, bug suggests the verb to infest, but not crawl or live.  

It is the lexicographers’ task to include in the definition only the information that is essential to clarify the meaning of the given word, and the verb(s) which are crucially related to a given noun is part of that information.  Dictionary definitions, therefore, make explicit which nouns are role nominals.  By analyzing the definitions, and example sentences, in an on-line dictionary, we can make use of an independent source of semantic information, not hand-coded to suit a particular domain-specific approach.

2.1.6  Leonard

Leonard (1984) presents her typology of NSs as a set of eight types, most of which have subtypes (not all of which are listed in Figure 11).

Type
Examples

Sentence
hire car, Mongo language

     (Fuel - powered by)
paraffin cooker

     (Disease - causing/caused by)
sleeping sickness

     (Ownership - made by or belonging to)
school magazine, town property

Locative sentence
birthday

Locative (in or on)
Lincolnshire estate, evening hour

     (that lives in or works in)
dairy woman

     (to)
parlour stair, street door

     (for or containing)
sponge-bag, sick chamber

Annex (of)
bone structure, mountain top, goose skin

     (in)
Army captain

     (with)
chestnut avenue, currant bush

Equative
baby crocodile, divan bed, picture puzzle

Material (of)
stone lion

     (for or in the form of)
shoe-leather, plate glass

     (of) 
thorn hedge, pine forest

Additive
Lampton-Lufford report

Reduplicative
plop-plop

Figure 11.  Leonard’s classification schema (Leonard 1984, p.8-12)

Leonard’s computational implementation consists of a lexicon and a set of semantic interpretation rules; these rules are applied to an NS in a fixed order, as we will see in Chapter 3.  The output of the program is a paraphrase, often making use of prepositional phrases.  With respect to these paraphrases, Leonard mentions that ‘it has not been practicable to include a full set of rules for the agreement of prepositions, so that in represents a base form which may be realized as on or at, as well as in: A day that someone is born in’(Leonard 1984, p.8), the paraphrase provided for the NS birthday.

The lexicon has four sets of semantic features that support the classification of NSs:

1.
primary features, which include: (1) ‘has an associated verb’, (2) locative, (3) material, (4) human;

2.
secondary features mark verb relations, e.g. transitivity, agent of an overt verb, verb implying its object;

3.
tertiary features indicate semantic fields, e.g. mechanism, human organization, part of the body, plant or tree, food or drink, furniture, building, clothing, and disease;

4.
quaternary features indicate relative size within the semantic field, e.g. nail and knob are almost the smallest item in their semantic field.

As an example, consider the lexical entry for master (Leonard 1984, p.50): 

(1)  MASTER   1   CONTROLS OR TEACHES   4  6  <2  <11

The primary feature immediately follows the name of the entry MASTER.  The primary feature 1 indicates that there are verbs associated with this entry, namely control and teach (compare Finin’s role nominals).  The primary features 4 and 6 indicate that the noun MASTER is human and that it has physical existence respectively.

The secondary features are prefaced with ‘<’.  The secondary feature <2 indicates that the verbs are not overt but covert.  The secondary feature <11 indicates that the lexical entry denotes the subject of the verbs; in this example, <11 indicates that MASTER is the subject of the verbs controls and teaches.

Leonard mentions that ‘the first, and probably the most serious weakness, is that when more than one verb is associated with a noun, it is not possible to specify the noun as having different functions for each of the verbs’ (ibid., p.50).  For example, in Leonard’s lexicon, the noun message has two covert verbs
: send and convey.  The function of message with respect to send is Object, but its function is Subject with respect to convey.  This distinction is lost due to a weakness in the dictionary design, not due to a weakness in the marker system.

With the inclusion of quaternary features in the lexicon, Leonard is the first to introduce the notion of relative size in the lexical entry for interpreting NSs.  Consider the lexical entry for cuff (ibid., p.49):

(2)  CUFF  6  %8  #2

The primary feature 6, as we saw above, indicates physical existence.  Tertiary features indicate the semantic fields and are prefaced with ‘%’.  Quaternary features indicate the relative size in the semantic field and they were prefaced with ‘#’.  Tertiary and quarternary features are always coded together in a lexical entry.  The tertiary feature %8 indicates that the lexical entry ‘is or belongs to an article of clothing’.  The quaternary feature #2 indicates that it ‘is almost the smallest item in its semantic field’ (ibid., p.49), in this case, that a cuff is almost the smallest item of an article of clothing.

  The notion of relative size is useful when both the head and modifier noun have the primary feature locative; the system can predict the interpretation of NSs given that smaller things are located inside larger things.  For example, the NS park lake can be interpreted as a lake in a park, rather than a lake with a park in it, by adding the quaternary feature of ‘relatively small’ to lake.  However, although lake might be small with respect to a park, it is large with respect to any number of other things, for example boats.  In order to make the quaternary feature system work, the semantic features small and large would have to be stored as features on pairs of words, rather than on single words.

2.2  The classification used for SENS

The classification that is presented here is based on the classification schemas that have just been reviewed.  The classification schema for SENS has grouped the classes that overlap in the previous studies, and it is nearly comprehensive (see section 2.3.3 for a discussion of the remaining gap in the SENS classification).  This classification schema is intended as a working hypothesis of a classification schema which is adequate for interpreting new NSs, i.e. those found in free text as opposed to the NS examples discussed in the previous literature.  Chapter 5 will present an evaluation of this classification schema based on the analysis of NSs in the Library of America and the Wall Street Journal corpora.  

The features which motivate the classification of an NS in a particular way will be discussed in detail in Chapter 3.  For now, we can say that NSs are classified by the relation that holds between its members, where these members are understood in a conceptual sense, not necessarily tied to the noun part of speech.  For example, in the NS press report, we understand that the ‘press’ ‘reports’ something (in other words, report is a deverbal noun).  Also, in the NS vegetable market, we understand that the ‘market’ is for the purpose of ‘buying and selling’ ‘vegetables’.  In its conceptual sense, the noun market includes the activities buying and selling; in Finin’s terminology, market is a role nominal.  The possible NS relations can be viewed as a set of basic wh-questions, in some case, formulated by including the verb(s) conceptually associated with the head noun.  The entire NS can be classified according to which wh-question the modifier (first noun) best answers
.  Consider the NS a December baby: given that babies are typically the object of being born,
 the modifier December best answers the wh-question When was the baby born?
In Figure 12, the wh-question classes are listed first, more conventional class names are listed in the second column, and an example appears in the third.  

Relation
Conventional Name
Example

Who/what?
Subject
press report

Whom/what?
Object
accident report

Where?
Locative
garden party

When?
Time
night attack

Whose?
Possessive
family estate

What is it part of?
Whole-Part
duck foot

What are its parts?
Part-Whole
daisy chain

What kind of?
Equative
flounder fish

What with?
Instrument
paraffin cooker

What for?  
Purpose
bird sanctuary


Made of what?
Material
alligator shoe

What about?
Topic
budget vote

What does it cause?
Causes
disease germ

What causes it?
Caused-by
drug death

Figure 12.  Classification of NSs for SENS

2.2.1  Some criteria for classifying noun sequences

Deciding how to classify a particular NS is difficult, even for humans.  How do we decide whether an NS is a Locative or a Whole-Part, an Object or a Purpose?  In the previous literature, no one has offered any criteria for making these decisions.  In this section, I will present a few tests that can serve as heuristics for deciding whether a SENS-classification is appropriate, though in the absence of context, human judgment may remain inconclusive.  The wh-question and answer test used above is one of the criteria for judging whether an NS has been classified appropriately.  In addition to the ‘question test’, two other tests are possible, the ‘paraphrase test’ and the ‘coordination test’.  

The paraphrase test is based on perceived oddness when the statement is informationally redundant.  Consider the following pair of sentences:

(3a) ? He kicks with his foot.

(3b)   He kicks with his left foot.

In Case Grammar (Cook 1989, p. 205), this test is used to establish the lexicalization of a case role, in this case, lexicalization of the instrument case; since kick with the foot is redundant, we can conclude that with the foot is already part of the meaning of the verb kick. When the argument is modified, as in (3b), we see that the sentence is acceptable.  Similar tests can be developed for NSs.  Consider the following sentences:

(4a) ? The bird sanctuary is for birds.

(4b)   The bird sanctuary is for tropical birds.

(5a) ? The marsh sanctuary is in the marsh.

(5b)    The marsh sanctuary is in the wettest marsh.

(6a)   The bird sanctuary is in the marsh.

(6b)   The marsh sanctuary is for birds.

(7a) ? The bird sanctuary is for wolves.

(7b) ? The marsh sanctuary is in the mountains.

We can see in (4) that the Purpose relation, for birds, must already be part of the meaning of the NS bird sanctuary because (4a) is redundant
 while (4b) is acceptable, i.e. informative.  Similarly, in (5), the Locative relation, in the marsh, must already be part of marsh sanctuary.  The sentences in (6) illustrate that there is no oddity when a relation is predicated that is different from that which holds in the NS.  The sentences in (7) illustrate that predicating information which conflicts with that which the NS conveys results in a contradiction
.  If the argument is modified, the sentence is again acceptable; e.g., adding also in (7c) makes explicit that the sanctuary has multiple purposes:

(7c)   The bird sanctuary is also for wolves.

There is a third test which can establish which NSs are in the same class, though it cannot establish which class that is.  This test is based on coordination: only NSs that have the same underlying relation can be conjoined felicitously in the absence of context.  Using the NSs above, consider the coordination in (8a), which sounds fine, while (8b) sound odd.

(8a)   A bird sanctuary and a wolf sanctuary

(8b) ? A bird sanctuary and a marsh sanctuary

From these examples, we can conclude that bird sanctuary and wolf sanctuary are in one class, namely the ‘What for?’ class, and that bird sanctuary is not in the same class as marsh sanctuary (in the ‘Where?’ class).  This test could be extended to establish class membership if a representing member of the class were chosen and used as the first, or second, term in any coordination.

Cathy Ball suggests that pragmatics of reference may be even more relevant here than coordination.  It is odd to introduce entities of the same type (i.e., with the same head noun) using modifiers which can be true of an entity simultaneously.  Just as ‘a tall man and an intelligent man’ is odd, because a man can be both tall and intelligent, so too ‘a bird sanctuary and a desert sanctuary’ is odd because a sanctuary can have both a purpose (birds) and a location, namely, in the desert.  When the entities have already been introduced separately in the discourse, then it is acceptable to find them conjoined:

‘This summer I visited a bird sanctuary in Pennsylvania and a sanctuary for reptiles in the Mohave desert.  The bird sanctuary and the desert sanctuary are both described in detail in my travel journal.’ (Cathy Ball, personal communication)

As with all of these tests, if the NS is ambiguous, there will still be conflicting results.  Consider, for example, the NS refugee camp.  The following senses of refugee and camp are relevant:

(9)   refugee (L n,1): ‘a person who has been driven from his country for 





political reasons or during a war’ 

(10) camp (L n,1): ‘a place where people live in tents or huts for a short time ...’
            
      (L n,3):  ‘a group of people or organizations with the same esp. 





political or religious ideas’  

The most obvious interpretation of refugee camp is a place for people who have been driven from their country for political reasons or during a war to take refuge, which has an underlying Purpose relation.  There is, however, a second possible interpretation with an underlying Part-Whole relation, namely a group of people who have been driven from their country for political reasons or during a war, with the same political or religious ideas. 

The three tests reveal different degrees of oddness for the second interpretation.  There are two questions that can be asked to which refugee is an appropriate answer:

(11a)   who/what is the camp for?

(11b)   what are the camp’s parts/individuals?

The paraphrase test can also be applied to both interpretations to provide the expected redundancy.

(11c) ? the refugee camp is for refugees.

(11d) ? the parts/individuals of the refugee camp are refugees.

The coordination test, however, has results which do not suggest that the second interpretation is at all possible.  If we consider the NS Republican camp to be a good example of the ‘what are its parts?’ category, then we should be allowed to conjoin it with refugee camp:

(11e) ? The Republican camp has been promoting this and the refugee camp has been promoting that.

While a reader could make sense of (11e), it is questionable whether such a string would ever be uttered/written (Lee Schwartz, personal communication) unless a humorous effect was intended.  The variability in how the NS performs in these tests might therefore be an indication of which interpretation has become standard, or conventionalized, in addition to an indication of class membership.

2.3  Differences between SENS classification and others

Before we go on to describe how SENS interprets an NS as a member of one of the fourteen classes in the classification schema above, we should compare this classification with those of the previous studies to demonstrate that it is comprehensive and to explain how the differences are accounted for.  Some of the classes proposed in the previous studies described NSs that are not within the scope of this thesis, and so no further mention of these classes will be made; Leonard, for example, includes in her study such hyphenated NSs as the additive (Lampton-Lufford report) and reduplicative (plop-plop) classes.

There are three dimensions along which the classification in SENS differs from other classification schemas.  First, SENS has multiple classes where other systems have a single class; this will be discussed in section 2.3.1.  Second, SENS has a single class where other systems have made more distinctions; this will be discussed in section 2.3.2.  Last, there are still some NSs that are not handled in the SENS classification, but are in other systems; this is discussed in section 2.3.3.  Figure 13 provides an overview of the SENS classification compared to those of the studies reviewed in this chapter.

SENS
Jespersen
Lees (1970)
Levi

Downing
Finin
Leonard

Who/what?
Subject

(earthquake)

Pred nom

Agent

(cat scratch)
Sentence

(nominee bid)

Whom/what?
Object

(childbirth)
V-O-A

(airplane pilot)
Pred nom


Occupation

(coffee man)
Object

(engine repair)
Sentence

(charcoal-burner)

Where?
Place

(garden party)
V-O-L

(cave man)
IS IN

(field mouse)

IS FROM

(sea breeze)
Place

(Eastern Oregon 

meal)
Location

(ocean fishing)
Source

(Chicago flights)
Destination

(target shooting)
Locative

(pocket handkerchief)

When?
Time

(wedding breakfast)

IS IN

(morning prayers)
Time

(summer dust)
Time

(summer rains)
Locative

(summer mist)

Whose?


HAS2

(government land)
User

(flea wheelbarrow)



What is it part of?

Whole-part

(whale bone)
HAS2

(lemon peel)
Whole-part

(duck foot)

Source

(vulture shit)

Annex

(fir bough)

What are its parts?

Contents

(picture book)
HAS1

(picture book)

Part-whole

(pendulum clock)



Figure 13.  Overview of classification schemas for NSs

SENS
Jespersen
Lees (1970)
Levi
Downing
Finin
Leonard

What kind of? 
Appositional

(boy-king)
Form (?)

(brick cheese)
IS

(flounder fish)
Half-half

(giraffe-cow)
N1 be N2

(woman doctor)
Generic-specific

(president Carter) Specific-generic

(F4 planes)
Equative

(baby crocodile)

What with?
Instrument

(gunshot)
V-O-I(a)

(oil stove)
USES

(steam iron)

Instrument

(knife wound)

Vehicle

(boat ride)


What for?
Purpose

(dining-room)
V-O-A-I

(bug spray)

V-O-A-L

(bird cage)
IS FOR

(horse doctor)
Purpose

(hedge hatchet)
Recipient

(Unicef donations)
Sentence

(bread-knife)

Locative S

(birthday)

Made of what?
Material

(gold ring)

Contained in

(feather bed)
V-O-A-Ab

(apple sauce)

Material

(paper money)
MAKES2

(daisy chain)

HAS1

(apple cake)

IS FROM

(olive oil)
Composition

(stone furniture)
N1 fills one of N2’s roles

(magnesium wheel)
Material

(stone lion)

What about?


IS ABOUT

(abortion vote)




What does it cause?


CAUSES1

(tear gas)

MAKES1

(silk worm)
Product

(honey glands)



What causes it?

V-O-I(b)

(battle fatigue)
CAUSES2

(drug death)

Cause

(drug killings)



Resembles

(needle fish)
Resemblance

(bulldog)
IS 

(soldier ant)
Comparison

(pumpkin bus)
Attribute transfer

(elephant legs, elephant memory)


Figure 13 (continued).  Overview of classification schemas for NSs

2.3.1  One class elsewhere vs. multiple classes in SENS

One of the first differences we notice when comparing the classification schema of SENS with other schemas is that SENS has more than one class corresponding to a single class in another schema.  In these cases, SENS provides a more specific analysis for a set of NSs compared to the more abstract, or general, analysis proposed elsewhere.  The points of comparison will be labeled with the classes in the SENS schema.

2.3.1.1  Where? / When?

Location can be thought of as an abstract term which includes the semantic relation Time, or it can be thought of as a concrete term, excluding the relation Time.  For example, Levi (1978) and Leonard (1984) classify field mouse and morning prayers as Locative because the preposition in can be used to paraphrase both: a mouse in the field and prayers in the morning.  According to Jespersen, Downing and Finin, these would belong to separate classes, Place (Location) and Time.

In the SENS classification schema, the abstract Locative is split into the more specific Place and Time categories.  This eases the task of natural language understanding (NLU).  First, splitting the NSs into Place and Time improves the ability to provide the appropriate answers to particular questions.  If someone asks where is the mouse? the answer in the field is appropriate, but if the question is where are the prayers? the answer in the morning is not appropriate.

Secondly, classifying NSs according to their paraphrases as Levi and Leonard have done might distinguish a Locative from an Object relation, but if the paraphrase uses a preposition, it re-introduces the problem of disambiguating the prepositions.  The disambiguation of prepositions in the context of dictionary definitions has been discussed by Ravin (1990).  In her study, she found that there is sufficient semantic information in on-line dictionaries to identify which sense of a given preposition is intended in any definition.  From the viewpoint of efficiency, therefore, it is not desirable to classify NSs according to which preposition its paraphrase employs when semantic information is available that can be used to provide a more fine-grained analysis of NSs in terms of the specific classes Place and Time.

2.3.1.2  Whose ? / What is it part of?  

A second case where the use of paraphrase leads to a single class in one schema, but more than one class in SENS, is Levi’s HAS2 class.  The HAS2 class can be paraphrased as ‘the head noun that the modifier noun has’.  Examples of the HAS2 class are government land and lemon peel, with the following paraphrases: the land that the government has and the peel that the lemon has, respectively.  The question/answer test inherent in the SENS classification, however, suggests that a finer distinction can and should be made.  Consider the following question/answer pairs:

(12)   Whose is the land?

 
It’s the government’s land.

(13)   Whose is the peel?


?It’s the lemon’s peel.

(14)   What is the land part of?

?It’s part of the government.

(15)   What is the peel part of?

 It’s part of the lemon.

(12) illustrates that the relation underlying the NS government land is possession rather than whole-part, as shown by the oddness in (14).  In contrast, the oddness in (13) shows that the appropriate relation underlying the NS lemon peel is not possession, but rather a whole-part relation as illustrated in (15).

Just as prepositions are too ambiguous to identify a specific semantic relation between two nouns, an auxiliary such as have is equally ambiguous.  In this case, the distinction identified above corresponds to the difference between alienable and inalienable possession, and not, as it may seem, to a difference in the animacy of the modifier noun.  Lyons gives as an example of inalienable possession John’s arm and of alienable possession John’s book (Lyons 1977, vol. 1, p.312).  Lemon peel is an example of inalienable possession (the peel is an integral and necessary part of the lemon), and similarly, John's arm is also an example of inalienable possession (esp. if we expand the wh-question for whole-part to be: What/Who is it part of?).  On the other hand, government land is an example of alienable possession.  Although the modifier noun must be animate in order to answer the question Whose?, it is not the case that all NSs with animate modifier nouns have possession as the underlying relation. 

2.3.1.3  What are its parts? / Made of what?

There are also two classes in SENS for Levi’s other relation based on have, HAS1.   Examples of the HAS1 class are the NSs picture book and gold ring, which can be paraphrased as a book which has pictures and a ring which has gold, respectively.  Both NSs would be considered examples of inalienable possession; the difference is whether the head noun requires the modifying noun as a necessary part.  Consider the NS picture book, which best answers the question ‘What are its parts?’.  A picture book continues to be a book even when all the pictures are taken out.  However, for gold ring, which best answers the question ‘Made of what?’, a gold ring ceases to be a ring without the gold; gold is the ingredient of ring.

While the question/answer test provides a reasonable way of deciding that these two NSs do not belong in the same class, consider the coordination test.

(16)   ? a picture book and a plastic book

(17)      a gold ring and a plastic ring

Plastic book is unquestionably in the ‘Made of what?’ class.  Given that the coordination of plastic book with picture book is odd in (16), we can conclude that they are two unlike NSs.  No such oddness is perceived when gold ring and plastic ring are coordinated; both are in the ‘Made of what?’ class.  

2.3.1.4  Made of what? / What kind is it?

In Levi’s schema, there is a class of NSs which are formed by deleting the predicate be; for example, the NS flounder fish is derived from the NP a fish which is a flounder, and the NS chocolate bar is derived from the NP a bar which is chocolate.   Levi identifies four subgroups in this ‘be’ class (see Levi 1978, p.282):

(a) compositional type, for which there is an alternative analysis under MAKES2: chocolate bar, bronze statue;

(b) genus-species type: pine tree, flounder fish;

(c) metaphorical type: soldier ant, beehive hairdo;

(d) other (groups b and d may overlap): student friends, tape measure.

SENS follows Levi’s suggested alternative analysis for group (a) and classifies these NSs as ‘Made of what?’.  NSs in groups (b) and (d) together generally fall into the SENS class ‘What kind of?’ class, where the ‘kind’, or modifier noun, refers to a sub-class of the head noun, as in mynah bird or sports activity, or to a sister class of the head noun, as in women professors or student friends.  Because there is a rich network of hypernyms in the dictionary, this class can clearly be identified using semantic information from on-line dictionaries.  Currently there is no satisfactory treatment in SENS for group (c), the metaphorical type; see page 2.3.3  for discussion.

2.3.1.5  Where? / What for?

Leonard’s Locative class includes both NSs like pocket handkerchief as well as NSs like sponge bag; in SENS, these are members of the ‘Where?’ and ‘What for?’ classes respectively.  If the modifier (first noun) has a Locative feature, then definitely the NS is in the ‘Where?’ class, as is the case for pocket handkerchief.  If the head (second noun) has a Locative feature, as in sponge bag, then this NS is also classified a member of the Locative class by Leonard.  In her analysis, such NSs are paraphrased as for or containing; sponge bag is paraphrased as: a bag for or containing a sponge or sponges.  This paraphrase, however, does not unambiguously indicate a Locative relation since there is no sense of for that indicates a Locative, although containing clearly does.  

Comparison of Leonard’s Location class with those in SENS and in other schemas reveals that using this paraphrase has led Leonard to omit the class of Purpose NSs from her analysis.  Jespersen and Levi do identify a separate Purpose class, giving as examples flagstaff and cooking utensils respectively.  

In our corpus, all NSs with a Locative head have an underlying Purpose relation, and so sponge bag is classified in SENS as What is the bag for?.  The Purpose class in SENS, as in Jespersen and Levi, also has NSs whose heads are not Locative, e.g. sewing machine.

2.3.2  One class in SENS vs. multiple classes elsewhere

The second type of difference we notice when comparing the SENS classification schema with the schema of others is that SENS has conflated into one class what are multiple classes in other schemas.  In these cases, the classification offered in SENS is more abstract and less specific than in other classifications.  The points of comparison will be labeled with the classes according to SENS; in the row corresponding to each of the SENS classes in figure 13, the classes which the SENS schema has conflated can easily be found.

2.3.2.1  What does it cause?

The SENS class ‘What does it cause?’ covers both Levi’s classes CAUSES1 and MAKES1.  An example of the CAUSES1 class is tear gas.  The only members in Levi’s MAKES1 class are: silkworm, honeybee, songbird, sap tree, sweat glands, salivary glands, sebaceous glands, music box and musical clock (Levi 1978, p.89).  Levi suggests that there are other possible derivations for the MAKES1 class, e.g. IS FOR or CAUSES1.  Levi points out that it is a ‘feature of the present analysis [...] that we cannot always determine with certainty a unique derivation for a given [NS]’ (ibid., p.91).

In SENS, the MAKES1 class has been absorbed in the CAUSES1 class because there is often a valid interpretation which answers the question ‘What does it cause?’ appropriately; e.g. in the NS shade tree, the modifier noun shade best answers the question what does the tree cause?  Furthermore, the MAKES1 class is predictably different from the CAUSES1 class either by animacy of the head noun (e.g. worm, bee, and bird) or by its role nominal verb (e.g. typically, we make music, but we cause tears).

2.3.2.2  Where?

There are various ways of subclassifying the Location relation, similar to discussions within the framework of Case Grammar (see Cook 1989).  As we saw above, SENS does make a distinction between Place and Time.  The Place (‘Where?’) relation, however, is not further divided into Source, Destination, and static Location, even though there are question words, rare in modern English, that correspond to Source and Destination: whence and whither.  Levi’s classification distinguishes Source and Location, using the classes IS FROM and IS IN  respectively.  Finin’s classification distinguishes Source, Destination, and Location.

In Levi’s IS FROM class, there are sea breeze, kennel puppies, and country visitors; in the IS IN class, there are field mouse, city folk, and mountain lodge.  The difference between these two classes is often a matter of context.  For each of the modifiers of these NS (the first noun), a Location feature can be found in the on-line dictionaries.  It is the head noun which should provide the information which determines whether the modifier noun is the source, destination, or static location.

For the head noun breeze in sea breeze, the dictionary definitions provide evidence that breeze is dynamic rather than static by using the word move; the definition of the related verb to breeze is to move swiftly and unceremoniously (L v), and the hypernym of the noun breeze is wind, which is defined as strongly moving air (L n,1).  There is, however, no information concerning the direction of the breeze.

For the head noun visitor in country visitor, the definitions indicate that there is a dynamic aspect to the noun visitor.  Although Levi’s classification as IS FROM emphasizes the source of visitor, the definitions in LDOCE suggest that destination is also important to the meaning of visitor; the related verb to visit is defined as to go to (a place) (L v,4), and for the entry of visitor, the example sentences provide examples of both destination and source: Visitors to the castle are asked not to take photographs and The castle gets lots of visitors from America (L n,1).  For the NS country visitors, like castle visitors, whether the modifier noun is the source or the destination does not depend only on the meanings of the modifier or head noun; this decision can be made successfully only on the basis of context.  Given that SENS provides an interpretation of NSs in isolation, i.e. without any context, it is appropriate to identify a single class ‘Where?’, which can be further refined in later stages of processing.

2.3.2.3  What is it part of?

Similar issues arise when the distinction between Whole-part and Source is considered, a difference which hinges on the separableness of whole and part.  Downing has two classes: Whole-part (e.g. duck foot) and Source (e.g. vulture shit).  In order to identify these as belonging to different classes, the system would have to distinguish between parts of the whole that are necessarily separable (e.g. shit), those that are (typically) inseparable (e.g. foot), and those that may or may not be separable (e.g. hair as in cow hair, the only other example Downing gives of the source class).  These differences again depend on context for accurate interpretation.  NSs which fall into the Whole-part and Source classes in other analyses are identified as members of the ‘What is it part of?’ class in the SENS schema, to which the question can be added , ‘What has it been part of in the past?’.

2.3.2.4  Made of what?

For the SENS class ‘Made of what?’, various classes that involve ingredients have been conflated.  Jespersen distinguishes a Material (e.g. gold ring) and a Container class (e.g. sand paper).  Lees distinguishes a Material (e.g. paper money) and a Source class derived from the generalized verbs make, prepare, concoct (e.g. apple sauce).  Levi distinguishes three classes: IS FROM, HAS1 and MAKES2, according to whether the head noun is made of the modifier exclusively or whether it is only partially made of the modifier.  For the NS olive oil, in Levi’s IS FROM class, the oil is made of only the modifier olive, whereas apple cake, in Levi’s HAS1 class, can be paraphrased as having apples, in addition to several other ingredients.  Levi also has identified the class MAKES2, e.g. daisy chain, for which it is still possible to identify the individual daisy flowers from which the chain was made.  In contrast, when an apple cake has been baked, the individual apples may be no longer recognizable, i.e. they have become non-discriminate parts by the process of baking.

The NSs in all of these classes share a relation of inalienable possession; the modifier noun is an integral and necessary part of the head noun.  The difference is whether the modifier noun is the only ingredient of the head noun or only one of the ingredients, and whether the modifier noun is still a discriminate part of the head noun.  In some cases, the dictionary definitions do make specific whether a given word is constituted from separate ingredients; e.g. the definition of cake is a food made by baking a sweet mixture of flour, eggs, sugar, etc. (L n,1).  However, beer is defined as a type of bitter alcoholic drink made from grain (L n,1), which suggests that the sole ingredient of beer is grain, even though we know that water is also required to make beer.  

The ‘Made of what?’ class is the only case in which a distinction between more specific classes had to be sacrificed because the dictionary definitions do not provide enough information to make the desired distinctions.  (See section 2.3.1.3 for a discussion of how the distinction between ‘Made of what?’ and ‘What are its parts?’ can be made.)  Since there is at least some dictionary information that does support these distinctions, e.g. the definition of cake, we should not draw the conclusion that dictionaries cannot in principle provide the semantic information required to interpret NSs, but rather that further study may be necessary to find dictionary information accounting for these specific relations.

2.3.3  Gaps in the classification schema

Although the classification for SENS is mostly in one-to-one correspondence with most of the schemas, except Levi’s, there are a few significant gaps which a comparison of the schemas brings to light.  For example, Jespersen overlooked the entire category of Possession, and Downing does not include the Subject and Object classes
 or the Instrument class.  The classes ‘What causes it?’ and ‘What is it caused by?’ were overlooked by all but Levi.

The reason for studying all of the classifications schemas that had been developed previously was to avoid any such gaps in the schema for SENS.  With the exception of  handling metaphor, the schema for SENS succeeds in being comprehensive .

There is no class in SENS which corresponds to Jespersen’s Resembles class, Downing’s Comparison class, or Finin’s Attribute Transfer class; I will refer to these collectively as the metaphor class.  From a practical point of view, this metaphorical class can in fact be identified in SENS since, if an NS cannot be classified as anything else, it is by default classified as a metaphor.  However, this is not a pleasing solution because assigning an NS to the metaphor class does not tell us anything about the underlying relation between the nouns in the NS.  For example, we would like to know for needle fish that the fish resembles the needle with respect to its shape, and not according to its function.  

One aspect of metaphor is the transfer of salient characteristics from the modifier noun to the head noun and dictionaries do typically provide definitions in terms of salient characteristics.  For example, consider the first two definitions of needle in LDOCE:

(18a)  needle (L n,1): ‘a long metal pin used in sewing for pulling thread, with a sharp point at one end and a hole in the other end for the thread’ 

                    (L n,2): ‘a thin pointed object that seems to look like this: a PINE needle (=a thin leaf of this tree)| an ACUPUNCTURE needle’.  

The phrase look like this in the second definition is an indication that a concrete sense of the head word is being extended in a metaphorical way; in this case, the salient characteristics that can be transferred are thin and pointed, identified in sense 2 of needle.  

While the potential for metaphorical extension is made explicit for the word needle, along with the salient characteristics, there are many possible metaphors which have not been so encoded in the dictionary or are encoded in a less obvious manner.  For SENS to interpret metaphorical NSs would require a study of how metaphor is treated in the dictionary, which is, unfortunately, outside the scope of this dissertation.  However, the possibilities are interesting and such a study would allow SENS to handle metaphorical NSs in the same way as non-metaphorical NSs.  Like SENS, none of the other studies under review here have attempted to indicate what the vehicle of the metaphor is, and until this is done, no account of the metaphor class can be considered satisfactory.

2.4  Conclusion

In this chapter, we have reviewed the previous claims in the linguistic literature about the interpretation of NSs and on the basis of this work, a new classification schema has been put forth for SENS.  In addition, three tests were proposed that should facilitate the evaluation of the accuracy with which SENS, or any other system, interprets these NSs.  Finally, section 2.3 discussed the motivation for the set of fourteen classes in the SENS classification schema by comparing each class to the (set of) classes established in the previous studies.  This comparison can also be viewed as providing definitions of the individual classes, making clear which NSs a particular class is intended to describe.  This discussion, together with the tests provided, will make it possible to evaluate the success of SENS to interpret any given NS.

This chapter offers a theoretical basis for the classification and interpretation of NSs.  In the next chapter, we will describe by what means this classification can be implemented computationally, with an emphasis on which combination of semantic features provide evidence for a specific interpretation.

3  SENS: a System for Evaluating Noun Sequences

In this chapter, I will describe the algorithm according to which SENS automatically provides interpretations for an NS and evaluates these to determine which is the most likely interpretation given only the nouns in the NS.  There is a small set of general rules for interpreting NSs and there is a weight associated with each rule, which encodes to what extent the rule was successful.  The algorithm consists of applying all of the rules to the NS and evaluating the results on the basis of the weights assigned by the rules; the highest weight determines the most plausible interpretation.  As discussed in Chapter 1, this algorithm is applied only to NSs that are not already listed in standard reference works; it is reasonable to begin by assuming that the meaning of such an NS is related in a predictable way to the sum of its parts.

Each general rule can be considered as the configuration of semantic features and attributes on the nouns which provide evidence for a particular NS interpretation, i.e. an NS classification.  The classification schema for SENS, proposed in Chapter 2, consists of 14 basic NS relations/classes.  The general rules typically correspond in a many-to-one relation to the number of classes in the classification schema.  The reason there can be more than one rule is that more than one combination of semantic features and attributes can identify the NS as a member of a particular class.

Given that the meaning of an NS submitted to SENS is by definition unknown, SENS treats the NS as completely ambiguous and applies all of the general rules.  In this respect, SENS is a computational implementation of Levi’s analysis of complex nominals:

Any given [complex nominal] form is inherently and regularly ambiguous over a predictable and relatively limited set of possible readings; although any one of these readings may be used more frequently than the others, or even exclusively, in a given speech community and during a certain period, the potential ambiguity still remains part of a speaker's competence and hence must be recognized in any grammatical description of these forms (Levi 1978, p.50).

The success or failure of each rule is expressed numerically in the range from 10 to 0; 10 expresses complete certainty and 0 expresses complete uncertainty.  While it is logically possible to express disbelief with a negative number, disbelief is not a valid option for this task.  SENS classifies NSs according to which interpretation is most likely, given only the immediate syntactic environment (i.e. the nouns in the NS).  The following anecdote on the topic of alligator boots, from the National Liars’ Hall of Fame contest, shows that the human imagination can find any interpretation, however implausible, given the right context:

One contestant, Tyler Selden, said he wrestled an alligator for two hours because he wanted a pair of alligator boots. But he was out of luck; the alligator wore no boots. (International Herald Tribune, October 28, 1991, p.3)

The general rules for interpreting NSs need to access semantic information for each of the nouns in the NS in order to determine whether the rule conditions are met and to determine the weight returned by the rule.  We will focus our discussion of these general rules on this semantic information since one of the major goals of this thesis is to establish the set of semantic features and attributes that is required for the interpretation of NSs.   

The semantic information that SENS accesses is of course not the same rich background information that a person can bring to bear upon encountering an unknown NS.  In an attempt to provide this breadth of knowledge, some NLP systems supply the computer with a large amount of detailed, hand-coded semantic information.  Such systems are then strictly limited to their domain of expertise (e.g. Finin’s system interprets NSs in the domain of naval aircraft maintenance and flight records, (Finin 1980)).  

SENS does not rely on hand-coded semantic information, but rather on semantic information that has been automatically identified based on a syntactic analysis of the definitions in on-line dictionaries; the process of acquiring this information will be discussed later, in Chapter 4.  The use of semantic information which has been acquired automatically from on-line dictionaries is central to this thesis because it supports the goal of SENS: to provide NS interpretations in unrestricted text.  In the following, all of the semantic information that is discussed can be and has been identified automatically.  Thus, the text in this chapter may say simply that a specific sense has a semantic attribute or feature (e.g., HYPERNYM or LOCATION-OF); this is a short form of saying that a pattern has been identified in the syntactic analysis of the definition of that sense which identifies the semantic attribute or feature in question.  Similarly, the text may say that a word has a semantic attribute or feature; this is a short form of saying that a pattern for the semantic attribute or feature has been identified in the syntactic analysis of the definition of one of the senses of that word, though it is not important to the discussion which sense it is.

3.1  The algorithm for SENS

The algorithm for SENS is based on an algorithm for determining the correct attachment of prepositional phrases (henceforth PPs) (Jensen and Binot 1987).  The two problems are similar in that the text specifies that a certain relation exists -- in the case of PPs, by the use of a preposition, and in the case of NSs, by the noun sequence construction.  The two problems differ in the nature of the ambiguity.  For PPs, the ambiguity to be resolved is to determine between which text elements the relation holds, i.e. which text element the PP modifies; the type of relation is constrained by the possible meanings of the preposition.  For NSs, the text elements between which the relation holds are given, and the ambiguity to be resolved is to determine what the nature of that relation is; there is no overt indication constraining the relation between the nouns in the NS.  As we will see, resolving the ambiguity of both PPs and NSs can be cast as a set of choices and general rules can be applied to determine the relative plausibility of each of the choices.

The SENS algorithm is comprised of the following components:

SYMBOL 183 \f "Symbol" \s 10 \h
control structure for applying the general rules and evaluating the results

SYMBOL 183 \f "Symbol" \s 10 \h
general rules which test semantic features and attributes of the nouns in the NS

SYMBOL 183 \f "Symbol" \s 10 \h
mechanism for determining matches of semantic attributes 

SYMBOL 183 \f "Symbol" \s 10 \h
mechanism for assigning weights to rule applications 

A brief description of Jensen and Binot’s system for PP attachment will provide the background for a discussion of each of the SENS components.  These will be described in general terms, after which the algorithm as a whole will be demonstrated by a detailed example.   

3.1.1  Jensen and Binot’s system for PP attachment

The algorithm developed by Jensen and Binot (1987) was designed to find the most likely attachment of a PP.  Consider the following sentence:

(19)  I ate a fish with a fork.

The attachment of the PP with a fork is ambiguous; on syntactic grounds, it can modify either (a) fish or (b) ate.  In the syntactic analysis below, produced by PEG (Jensen 1986), the question mark indicates the alternate point of attachment:
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Figure 14.  PEG parse tree for a syntactically ambiguous sentence, 
I ate a fish with a fork (Jensen and Binot 1987, p.252).

The question that is relevant, to rule out the syntactically legal but semantically anomalous parse, is this: ‘is it more likely  that a fork is associated with a fish or with an act of eating?’  (Jensen and Binot 1987, p.253).  To answer this question, the system evaluates the following two problems separately (ibid.):

(20a)  eat with a fork

(20b)  fish with a fork

Heuristics which correspond to each sense of the preposition with are applied to each problem separately.  The results of the heuristics are expressed as likelihood factors (certainty factors) which have numerical values between -1 and +1; the heuristic with the highest likelihood factor is considered the most likely interpretation for that problem.  When both problems have been evaluated, the system chooses the problem with the highest overall likelihood factor and, if necessary, modifies the syntactic analysis to reflect what was determined to be the most likely interpretation of the PP.

The heuristics formulated by Jensen and Binot rely on semantic information extracted from an on-line dictionary.  For example, the heuristic H1 (below) provides the highest likelihood factor for problem (20a) and also the highest overall likelihood factor.  Heuristic H1 corresponds to the sense of the preposition with which indicates an instrument relation: 

H1- for checking for an INSTRUMENT relation between a head and a

       with complement:

1.
if the head is not a verb, the relation doesn’t hold (certainty factor = -1); 

2.
if some ‘instrument pattern’ exists in the dictionary definition of the complement, and if this pattern points to a defining term that can be linked with the head, then the relation probably holds (certainty factor = 0.7); 

3.
else assume that there is more chance that the relation doesn’t hold (certainty factor = -0.3) (Jensen and Binot 1987, p.253). 

Heuristic H1 establishes an INSTRUMENT relation between the head eat and the with complement fork in condition (2) of H1 because there is an ‘instrument pattern’ in the dictionary definition of the complement fork, and one of the values of that pattern is the defining term, take up, which can be linked with the head eat (take up is a hypernym of eat).  The relevant definition of fork is given in (21) (the ‘instrument pattern’ is used for):

(21)  fork (W7 n, 1):  ‘an implement with two or more prongs used esp. for taking up, pitching or digging’

According to Jensen and Binot, the main reason for using heuristics is that:

one of the key factors for achieving robustness is the recognition that every single rule that we might want to write for processing dictionary entries is bound to fail at least once in a while.  Therefore, rules should be designed as heuristics, which can only provide approximate results.  The cumulative effect of many heuristics, and not the perfection of each one taken separately, has to do the job (Jensen and Binot 1987, p.253).

The choice of an algorithm for providing the best interpretation is, of course, motivated at least to some extent by the type of semantic information that the system has access to.  Like Jensen and Binot’s system, SENS depends on semantic information that is automatically extracted from dictionary entries.  In SENS, the heuristics have been formulated as rules with associated weights, and so in SENS, it is the cumulative effect of many rules that will determine the most likely interpretation for an NS interpretation.  

3.1.2  Control structure in the SENS algorithm

The task of automatically interpreting NSs can be approached in the same way as that of PP attachment by reformulating the NS interpretation task as a set of separate questions.  While the questions to be answered in PP attachment are constrained by syntax and by the possible senses of the preposition, formulation of the NS questions relies only on the classification schema to be used, because the syntax of an NS does not constrain the possible NS interpretations
 and there are no overt markers to constrain the possible NS interpretations (except the -er agentive suffix, as we will see later).  For SENS, formulating the questions to be answered is straightforward, given that the 14 classes are named according to which question the modifier noun best answers.  For example, the NS garden party can be interpreted by formulating 14 questions and evaluating which question the modifier noun garden best answers, shown in Figure 15:

Question
Implied Paraphrase
Correct Example

Who/what parties?
a garden parties
press report

Who/what is partied?
a garden is partied
accident report

Where is the party?
the party is in the garden
field mouse

When is the party?
the party is in/during the garden
night attack

Whose is the party?
the party belongs to the garden
family estate

What is the party part of?
the party is part of the garden
duck foot

What are the parts of party?
the party consists of gardens
daisy chain

How does one party?
party by means of a garden
paraffin cooker

What is the party for?
the party is for the garden
bird sanctuary

What kind of party?
a party of the sub-type garden
flounder fish

What is the party made of?
the party is made of gardens
alligator shoe

What is the party about?
the party is about gardens
aid policy

What does the party cause?
the party causes gardens
disease germ

What causes the party?
the party is caused by gardens
drug death

Figure 15.  Possible interpretations for garden party 

In the following sections, we will see that there are general rules which determine how likely each of the above interpretations is by accessing semantic information from an on-line dictionary.  The actual control structure for doing so, however, is not as straightforward as applying all of the rules to each of the problems for the following two reasons.  

First, the general rules which test whether an NS interpretation can be established by treating the head as a deverbal noun (as in ‘Who/what parties?’ above) result in many spurious interpretations if they are applied in the same way as the rules which only access semantic information for only the noun.  These rules apply too frequently because, in English, deverbal nouns can be formally indistinguishable from other nouns due to the lack of an overt suffix marking the derivation of a noun from the verb, or the derivation of a verb from the noun; the absence of any overt suffix results in the noun party and the verb party being homographs.  To avoid spurious interpretations, the general rules which access semantic information for the head as a deverbal noun are only applied when all other rules have been applied and no interpretation has received a score above a certain threshold (in this implementation, the highest score must have been less than 8).

Secondly, what the general rules test is not strictly speaking semantic information of the noun, but rather semantic information associated with each sense of the noun, an important fact which has not been emphasized in the discussion thus far.  Because SENS has been designed to apply to unrestricted text, no assumptions can be made about which sense of the modifier or head noun is most relevant.  There have been some studies of the disambiguation of unrestricted text (Braden-Harder 1991, McRoy 1992), but neither of these studies has shown that their techniques also apply to the nouns in an NS.  In fact, Braden-Harder suggests that the syntactic relations must be known before disambiguation is possible, from which we may infer that knowing which relation holds between the nouns in the NS will allow better sense disambiguation (although applying SENS already results in partial sense disambiguation of the nouns).

Taking into consideration all of the modifier and head noun senses, the simplest form of control structure would be to apply each general rule to each combination of modifier sense and head sense.  For example, if the modifier has 3 noun senses and the head 4 noun senses, each of the 27 general rules (described in the next section) would apply to each of the (3x4) possible sense combinations, for a total of 324 rule applications (excluding interpretations based on a deverbal reading of the head noun).

The control structure of SENS, however, applies general rules to a combination of each of the modifier noun senses and the head word, and then to a combination of each of the head noun senses and the modifier word.  Thus, if the modifier has 3 noun senses and there are 27 general rules, then there are 81 rule applications (3x27) for the modifier.  And if the head has 4 noun senses, then there are 108 rule applications (4x27) for the head.  In this example, the total number of rule applications would be 189, far less than the number of rule applications used by the simplest control structure, which would be 324, as we saw above.  The discussion in section 3.1.4. of the matching function will show that limiting the number of combinations does not result in reducing the amount of semantic information that can be accessed by the rules.  

The control structure in SENS further reduces the number of rule applications by exploiting the best case of the matching function, which will be described in detail in section 3.1.4.  The matching function determines how well the value of a semantic attribute matches the noun in the NS.  The degree to which there is a match is expressed by a weight (the match weight) which is added to the weight of the rule being tested (the rule weight).  The best type of match is found when the value of a semantic attribute identified in the definition of one noun is the same as the lemma of the other noun in the NS.  For example, the rule which determines a ‘Where?’ relation tests the LOCATED-AT attribute of the head noun.  For the NS field mouse, a LOCATED-AT attribute can be identified in the definition of the first sense of the head noun mouse; the LOCATED-AT attribute of mouse has house and field as its values:

(22)  mouse (L n,1):  ‘any of several types of small furry animal with a long tail, rather like a small rat, that lives in houses and in fields’ 

Given that field is one of the values of mouse’s LOCATED-AT attribute, and given that it is the same as the modifier noun field, a best match is found for the ‘Where?’ relation of field mouse.  The weight for this type of match is 5, the highest possible.  To compute the score for the interpretation, the weight returned by the matching procedure is combined with the weight of the rule which is being applied.  Only when a best match cannot be found does the matching function examine each of the senses of the noun.

With a separate procedure for matching, the rules can be formulated naturally as conditions, in the form of a semantic attribute(s) to be matched, on either the modifier or head, but not necessarily on both at the same time.  A ‘Where?’ relation can, for example, be determined based on a LOCATED-AT attribute on the head noun or based on a LOCATION-OF attribute on the modifier noun.  It is not the case that these general rules are mutually exclusive, but it is very unlikely that the conditions for both would be met at the same time.  The general rules will be presented in section 3.1.3 according to whether they are ‘modifier-based’, ‘head-based’, or ‘deverbal head-based’; currently, there are eleven modifier-based rules, sixteen head-based rules, and seven deverbal head-based rules.  Dividing the rules into these three groups reduces the number of rule applications even more.  The control structure of SENS applies only the modifier-based rules to each of the senses of the modifier and only the head-based rules to each of the senses of the head, (and only the deverbal head-based rules to each verb sense corresponding to the  deverbal-head if the head can possibly be interpreted as a deverbal noun).  Following our previous example: if the modifier has 3 noun senses, then first the eleven modifier-based rules apply; the number of modifier-based rule applications is 33 (3x11).  If the head has four noun senses, then the sixteen head-based rules apply; the number of head-based rule applications is 64 (4x16).  The total number of rule applications for an NS with a modifier with three senses and a head with four senses would be 97 (33+64), even less than the algorithms described above require, and again, without reducing the semantic information that the NS rules can access.

  An overview of the control structure for SENS is presented in Figure 16:

1.
apply the head-based rules to each of the noun senses of the head and the modifier noun

2.
apply the modifier-based rules to each of the noun senses of the modifier and the head noun

3.
if no interpretation has received a weight of 8 or greater and if the head can be construed as a deverbal form, then apply the deverbal-head rules to each of the  corresponding verb senses and the modifier noun

4.
order the possible interpretations by comparing the scores assigned by the rule applications and return the list in order of likelihood

Figure 16.  Control Structure for SENS

3.1.3  General rules for SENS 

As we saw above, SENS treats each NS as 14 ways ambiguous (i.e. as ambiguous as the number of classes in the classification schema), and each interpretation can be determined by one of several general rules.  The general rules test the configuration of semantic information for the head and modifier in the NS and they build a representation for how likely that NS interpretation is.  

The semantic information has been automatically extracted from the definitions in the on-line version of LDOCE (see Chapter 4).  For each sense of a word, its semantic information is represented in the system as a record, which is a set of attribute - value pairs.  The values of the attributes can be either binary (in which case they will be called semantic features) or non-binary (in which case they will be called semantic attributes).  The values of a semantic attribute are either words (e.g., mouse has a LOCATED-AT attribute with values house and field) or, recursively, another record.  For an example of an attribute whose value is a record, consider the following definition of the noun market and its associated semantic information:  

(23)  market (L n,1): ‘a building, square, or open place where people meet to buy and sell goods, esp. food, or sometimes animals’

The semantic information for this sense of market can be represented graphically as in Figure 17: the headword is just above the box which includes, to the left, the attribute name and, to the right, the value of the attribute.  Each box represents a record.  In Figure 17, we see that the attribute LOCATION-OF and PURPOSE both have record(s) as their value.
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Figure 17.  Partial semantic frame for the definition of the noun market (L n,1)

For determining the most likely interpretation of an NS in unrestricted text, the full set of semantic features and attributes is shown in Figure 18; this is the set which emerged after empirical observation based on the implementation of all of SENS’ general rules.  This set includes nine semantic features and nineteen semantic attributes
.  Semantic features, which have binary values, are preceded by the symbol 
‘SYMBOL 177 \f "Symbol"’.  

SYMBOL 177 \f "Symbol"ABSTRACT
BY-MEANS-OF
CLASSIFIER

CAUSED-BY
CAUSES
SYMBOL 177 \f "Symbol"FOOD

HAS-OBJECT
HAS-PART
HAS-SUBJECT

SYMBOL 177 \f "Symbol"HUMAN/SYMBOL 177 \f "Symbol"ANIMAL
HYPERNYM
SYMBOL 177 \f "Symbol"INSTRUMENT

INSTRUMENT-FOR
LOCATED-AT
SYMBOL 177 \f "Symbol"LOCATION

LOCATION-OF
MADE-INTO
MADE-OF

SYMBOL 177 \f "Symbol"MATERIAL
OBJECT-OF
PART-OF

PURPOSE
ROLE
SYMBOL 177 \f "Symbol"SPEECH-ACT

SUBJECT-OF
SYMBOL 177 \f "Symbol"TIME
TIME-OF

Figure 18.  Semantic features and attributes used in SENS

The rules access semantic information with varying levels of specificity.  Some rules rely on the presence of semantic attributes and require a ‘match’ between the value of the attribute and the word being matched; details of the matching function will be discussed in section 3.1.4.  For example, a ‘When?’ interpretation can be determined if in one of the senses of the modifier noun a TIME-OF attribute can be identified, whose value is identical to the head noun.  This part of the ‘When?’ rule can be paraphrased as:

Rule A (‘When?’):  If there is a TIME-OF attribute on the modifier sense, and its value matches the head noun, then the relation almost certainly holds (weight=5)

Applying this rule to the NS summer flower results in a possible ‘When?’ interpretation.  Consider the following definition of summer:

(24)  summer (L n,1): ‘the season between spring and autumn when the sun is hot and there are many flowers’

In the syntactic analysis of this definition of summer, a TIME-OF pattern is identified, namely the presence of the subordinate conjunction when.  The values of the TIME-OF attribute are the complements of the subordinate conjunction when, namely the record sun be hot and the word flower.  Applying Rule A (‘When?’) above to the NS summer flower, we find that the modifier summer has a TIME-OF attribute whose value is identical to the head noun, flower.  The overall score for this interpretation is the sum of the rule weight (5) and the weight returned by the matching procedure (5, as described in section 3.1.4); for this ‘When?’ interpretation of summer flower the overall score will be 10.

Other rules require only the presence of a semantic feature to determine the likelihood of an NS interpretation.  For example, a ‘When?’ interpretation can be determined if there is a +TIME feature present on the modifier sense, regardless of any semantic information for the head noun.  This part of the rule for determining a ‘When?’ relation can be paraphrased as follows: 

Rule B (‘When?’):  If there is a +TIME feature on the modifier sense, then the relation probably holds (weight=7)

Applying this rule to the NS October delivery results in a possible ‘When?’ interpretation, with a score of 7, given that at least one sense of the modifier October has the semantic feature +TIME.

While applying all of the general rules to each problem implies a parallel system, the formalism for rule writing allows sequentiality to be expressed; this is also a feature in Jensen and Binot’s framework (Binot and Jensen 1993).  Ordering tests within a single rule is useful when the presence of one semantic feature/attribute renders the semantic information contributed by another semantic feature/attribute redundant.  For example, the presence of the TIME-OF attribute entails the presence of the +TIME feature.  Whenever the conditions of Rule A (‘When?’) are met (i.e. whenever there is a TIME-OF attribute whose value matches the input word), the conditions of Rule B (‘When?’) are also met (i.e. whenever there is a +TIME feature) and so, given that the score of Rule A will be higher
, the interpretation added by Rule B can never contribute to the final interpretation.  In such cases, grouping the individual tests in a single rule, in a particular order, reduces redundant rule applications and makes clear the logical grouping of tests.  Allowing sequentiality within a rule then leads to the following formulation of the ‘When?’ rule:

Rule (‘When?’):

If there is a TIME-OF attribute on the modifier sense, and its value matches the head noun, then the relation almost certainly holds (weight=5);

else if there is a +TIME feature on the modifier sense, then the relation probably holds (weight=7).

The rest of this section will present the general rules, grouped according to the NS interpretation they establish.  These rules can be represented in a chart format.  There are six columns in each chart:  

(1) SENS class, the NS interpretation established by the rule; 

(2) Rule Type, this can be either (a) Mod-based, if the semantic feature or attribute is found on the modifier sense, (b) Head-based, if the semantic feature or attribute is found on the head sense, or (c) Head-deverbal, if the semantic feature or attribute is found on the verb corresponding to the noun; 

(3) Modifier feat/attrib, the semantic features and attributes that are tested for the modifier noun (can include information such as derivational morphology); 

(4) Head feat/attrib, the semantic features and attributes that are tested for the head noun (can include information such as derivational morphology); 

(5) Example, an NS whose most likely interpretation is determined by the rule described, i.e. for which this rule contributed the highest score; 

(6) Weight, the weight associated with the successful application of this rule, further described in section 3.1.5.  

In columns (3) and (4), ‘match’ indicates that this word (modifier or head) must be relatable (through the matching function) to a value of the semantic attribute of the other NS word (either head or modifier).

The following sections 3.1.3.1-3.1.3.14 are detailed descriptions of the rules for establishing the NS interpretations.  On first reading the reader may prefer to survey the general rules as outlined in Figures 19-32 and proceed directly to section 3.1.6, ‘An extended example’.

3.1.3.1  Rules for a ‘Who/What?’ interpretation


SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

Who/What?
Mod-based
SUBJECT-OF
SYMBOL 216 \f "Symbol" -er suffix and 
match on Base(Head)
police protection
5


Head-based
+HUMAN
+SPEECH-ACT
pacifist vote
6  


Head-deverbal
match
SYMBOL 216 \f "Symbol" -er suffix and HAS-SUBJECT
family disagreement
2



+HUMAN
SYMBOL 216 \f "Symbol" -er suffix
police investigation
2


Head-deverbal
match, if either +HUMAN or +ANIMAL

SYMBOL 216 \f "Symbol" -er suffix and BY-MEANS-OF

cat scratch
4


Head-deverbal
+HUMAN
+SPEECH-ACT
worker dispute
6

Figure 19.  Table representation of the ‘Who/What?’ rules

The rules that determine a ‘Who/What?’ interpretation all require that the head noun is somehow related to a verb, e.g. the verb related to protection is protect and the verb related to the noun scratch is the verb scratch
.  A noun, e.g. vote, that denotes any type of communication (i.e. have the feature SPEECH-ACT) is also considered to be related to a verb.  If the head refers to any type of communication (i.e. it is a SPEECH-ACT) and the modifier noun is +HUMAN, then by default, a ‘Who/What?’ interpretation is possible.  Excluded from this rule are head nouns that are derived from verbs by means of the agentive -er suffix; the agentive suffix has already contributed a subject relation to the head which makes a ‘Who/What?’ relation with the modifier impossible.  

In order to determine whether the modifier noun is a likely subject of the verbal head, either the semantic information in the definition of the modifier can indicate which verbs it is typically the subject of, or the semantic information in the definition of the verbal head can indicate which nouns are likely to be its subjects.  

The modifier-based rule checks whether the head noun matches a verb that is related to the modifier: if the modifier is typically the subject of a verb, there is a SUBJECT-OF attribute on the modifier noun.  If the value of the SUBJECT-OF attribute of the modifier matches the verb corresponding to the head noun, then a ‘Who/What?’ relation is possible.  Nouns that have a SUBJECT-OF attribute, (or an OBJECT-OF attribute, as we will see in the ‘Whom/What?’ rules ), are equivalent to Finin’s ‘role nominals’ and for these nominals, ‘the underlying [NS] relation can be suggested by the verb to which the nominal refers’ (Finin 1980, p.21).  The effect that these ‘role nominals’ have on the possible SENS interpretations will be discussed in section 3.2.2.

The first head-deverbal rule checks whether the verb related to the head noun points to the modifier noun as a likely subject.  This rule has two parts; first it tests whether there is a HAS-SUBJECT attribute on the head and, if so, whether there is a match between the modifier and the value of the HAS-SUBJECT attribute.  If this fails, then a ‘Who/What?’ interpretation can still be established if the modifier noun is +HUMAN; this is a default interpretation and is loosely based on the observation that, under normal circumstances, the subject of a transitive verb correlates with more animate entities and the object of a transitive verb correlates with less animate entities (see Comrie 1981, p.121).

The second head-deverbal rule reflects the well-known ambiguity between the Agent and Instrument roles (see Fillmore 1968, among others).  Whenever the BY-MEANS-OF attribute has as its value a word which matches the modifier and the modifier also has a +HUMAN or +ANIMAL feature, this BY-MEANS-OF attribute is more likely to indicate a ‘Who/What?’ interpretation than a ‘What with?’ interpretation
.  An example is the NS cat scratch.  First, consider the relevant senses of the words cat and scratch:

(25)  cat (L n,1):  ‘a small animal with soft fur and sharp teeth and claws  (nails), often kept as a pet or in buildings to catch mice and rats’

(26)  scratch (L v,1):  ‘to rub and tear or mark (a surface) with something pointed or rough, as with claws or fingernails’

  In (26), the definition of the verb related to the head noun scratch, a BY-MEANS-OF attribute can be identified with claw as one of its values.  In the definition of the word cat, a PART-OF attribute can be identified with claw as one of its values.  The value of the BY-MEANS-OF attribute, claw, can therefore be related to the modifier noun, cat (+ANIMAL),  through the matching function (specifically, through the PART-OF attribute of cat).  The test is equivalent to that for determining a ‘What with?’ interpretation, as we will see in Figure 27, except for the +HUMAN or +ANIMAL semantic feature on the modifier.

3.1.3.2  Rules for a ‘Whom/What?’ interpretation

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

Whom/What?
Mod-based
OBJECT-OF
match on Base(Head)
target shooting
3


Head-deverbal
match
HAS-OBJECT
cash refund
2



SYMBOL 216 \f "Symbol"Prespart and 
SYMBOL 216 \f "Symbol"HUMAN
HAS-OBJECT
accident report
3


Head-based
match on HAS-OBJECT
ROLE with 
HAS-OBJECT 
car theft
4




HUMAN or -er and PURPOSE, SUBJECT-OF, or Head = {person, man, woman} or {head}
city planner, coffee person, railroad president


Figure 20.  Table representation of the ‘Whom/What?’ rules

Like the ‘Who/What?’ relation above, the ‘Whom/What?’ relation, charted in Figure 20, is essentially a verbal relation and so each of these rules also requires that there be a verb related to the head noun.  

The modifier-based rule tests whether the modifier noun can be the object of the verb related to the head noun by testing whether there is an OBJECT-OF attribute of the modifier and, if so, whether the value of that OBJECT-OF attribute is the same as the head.  

The head-deverbal rule has two parts: first, the HAS-OBJECT attribute of the verbal head is tested for a match with the modifier noun; if this fails, a default ‘Whom/What?’ interpretation is possible if the modifier noun is not +HUMAN and the modifier noun is not derived from the progressive form of a verb (i.e. the modifier noun should not be an activity).

The head-based rule accesses a semantic attribute ROLE, which deserves some further explanation since its contents is not as obvious as that of attributes like HAS-OBJECT or BY-MEANS-OF.  The values of the ROLE attribute represent either the corresponding activity or the purpose of the noun which has this attribute; typically the value of the ROLE attribute is itself a record.  Examples of the definitions from which a ROLE attribute can be extracted are shown in (27a) - (29a); examples of the value of the ROLE attribute are shown in (27b) - (29b) (parentheses delimit a complex record):

(27a)  culture (L n,5):  ‘the practice of raising animals and growing plants or crops’

(27b)  culture  ROLE  (raise,  HAS-OBJECT  animal)  






  (grow, HAS-OBJECT  plant, crop)

(28a)  cup (L n,5):  ‘a specially shaped ornamental vessel, usu. made of gold or silver, given as a prize in a competition’

(28b)  cup  ROLE  prize

(29a)  theft (L n,1):  ‘(an example of) the crime of taking someone else’s property from a place’

(29b)  theft  ROLE  ( take,  HAS-OBJECT  property)

By accessing the ROLE attribute, even a head noun that is not directly related to a verb through morphology may still participate in an essentially verbal relation.  Nouns that have a ROLE attribute with a verb as their value can also be considered ‘role nominals’, along with nouns that have SUBJECT-OF or OBJECT-OF attributes.

Finally, a head noun may also participate in the verbal ‘Whom/What?’ relation if it is either +HUMAN or it has an -er agentive suffix and if it has a PURPOSE or SUBJECT-OF attribute or it is a member of two sets of nouns.  Nouns in these two very limited sets do not have any verbs associated with them, i.e., they are not role-nominals according to their dictionary definitions.  This rule relates the head nouns to the concepts make or do for nouns in the set {person, woman, man} and to the concept {in_charge_of} for the noun head.  It was necessary to introduce these concepts as associated verbs in order to interpret the many NSs with these nouns as their heads.

3.1.3.3  Rules for a ‘Where?’ interpretation

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

Where?
Mod-based
LOCATION-OF or +LOCATION

town mouse
4


Head-based
match
LOCATED-AT
field mouse
5

Figure 21.  Table representation of the ‘Where?’ rules

The modifier-based rule for determining a ‘Where?’ interpretation is very simple and we can expect this rule to apply quite often.  This rule only tests whether the modifier has either a +LOCATION feature or a LOCATION-OF attribute, i.e. this rule only tests whether the modifier refers to a location.  

NSs which have a locative modifier noun are systematically ambiguous between a ‘What for?’ interpretation and a ‘Where?’ interpretation.  Sparck Jones (1983) argues that pragmatic processing is required to establish the intended interpretation of border plant, an NS with a locative modifier noun, in (30a) and (31a), paraphrased as (30b) and (31b) respectively (Sparck Jones 1983, p.165):

(30a)
These border plants have to be replaced.

(30b)
(These plants in the border have to be replaced.)  [a LOCATION relation]

(31a)
These border plants are expensive.

(31b)
( These plants for the border are expensive.)  [a PURPOSE relation]  

These NSs with a locative modifier noun refer ambiguously to the current location (‘Where?’), the future (intended) location (‘What for?’), and even the previous location (as in: ‘the border plants are now on the compost heap’), as discussed in section 2.3.2.2.  Rather than producing both a locative and a purpose interpretation for these NSs, SENS establishes a default ‘Where?’ interpretation for any NS which has a locative modifier noun
.  As Sparck Jones argued, pragmatic information is required to determine which interpretation is the most relevant within the context beyond the NS.

A ‘Where?’ interpretation can also be determined by testing whether the head noun has a LOCATED-AT attribute which matches the modifier noun.  The values of the LOCATED-AT attribute might be expected to have either +LOCATION or LOCATION-OF attributes themselves and so already be covered by the modifier-based rule.  However, there are some values of the LOCATED-AT attribute which are not typically locative and so a separate rule for testing the LOCATED-AT attribute is necessary.  Examples (32a) - (34a) are definitions in which a LOCATED-AT value is identified, as shown in (32b) - (34b); none of these values of LOCATED-AT, e.g. camera or telescope, has a definition that indicates that it is a possible locative.

(32a)  aperture (L n,2):  the opening in a camera, telescope, etc., that admits light

(32b)  aperture  LOCATED-AT  camera, telescope

(33)  armhole (L n):  a hole in a shirt, coat, etc., through which the arm is put

(33b)  armhole  LOCATED-AT  shirt, coat

(34)  blossom (L n,2):  the mass of such flowers on a single plant, tree, or bush
(34b)  blossom  LOCATED-AT  plant, tree, bush

3.1.3.4  Rules for a ‘When?’ interpretation

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

When?
Mod-based
TIME-OF
match
summer flower
5



TIME-OF or +TIME

October delivery
7

Figure 22.  Table representation of the ‘When?’ rules

This rule was described above as an example of sequentiality of tests within one rule.  First, the rule tests for a match between a TIME-OF attribute of the modifier noun (if any exists) and the head noun.  If that fails, then a less strong ‘When?’ interpretation is established if either the TIME-OF attribute is present or a +TIME feature.

3.1.3.5  Rules for a ‘Whose?’ interpretation

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

Whose?
Mod-based
+HUMAN
SYMBOL 216 \f "Symbol"deverbal
family estate
3

Figure 23.  Table representation of the ‘Whose?’ rule

Since possession is an alienable property, words and senses are rarely distinguished from one another on the basis of who possesses them.  Dictionary definitions, which are formulated in terms of distinctive features, therefore indicate only rarely who the possessor of certain objects is, or what a certain person might possess.  The word mansion is one of these rare examples:

(35a)  mansion (L n):  ‘a large house, usu. belonging to a wealthy person’

(35b)  mansion  POSSESSOR  person

In the absence of specific information concerning which items might be possessed by whom, the rule for determining a ‘Whose?’ interpretation tests only whether the modifier is +HUMAN, given that the referents of +HUMAN words are likely possessors.

3.1.3.6  Rules for a ‘What is it part of?’ interpretation

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

What is it part of?
Head-based
match
PART-OF
sheep wool
4


Mod-based
HAS-PART
match
bird wing
4


Mod-based
CLASSIFIER = 
{group number},
HYPERNYM
match on HYPERNYM
chain restaurant
3

Figure 24.  Table representation of the ‘What is it part of?’ rules

The rules for determining a ‘What is it part of?’ interpretation are straightforward.  If a PART-OF pattern can be identified in the definition of the head noun, and one of the values of the PART-OF attribute is the same as the modifier noun, then the modifier best answers the question: ‘What is (the head) part of?’.  For example, a PART-OF pattern, namely a relative clause with have as the main verb, can be identified in the syntactic analysis of the following definition of wool:

(36a)  wool (L n,1):  ‘the soft thick type of hair which sheep and some goats have’

(36b)  wool  PART-OF sheep, goat

Given that wool is PART-OF sheep, the best interpretation for the NS sheep wool is ‘What is it part of?’.  

On the other hand, the head-based rule shows that if a HAS-PART attribute can be identified in the definition of the modifier, and the value of that attribute is the same as the head noun, then a ‘What is it part of?’ interpretation can also be determined.  

  Of more interest is the third rule, which applies when the modifier noun has a CLASSIFIER attribute with either number or group as its value
.  Such nouns are in the class of collectives, ‘which denote collections or groups, of persons or objects’ (Lyons 1977, p.315).  These classifiers indicate that the relation between this type of collective noun and its HYPERNYM is not strictly hypernymy, but rather a whole-part relation; we will call these quasi-hypernyms to distinguish them from true hypernyms, following Lyons (1977, p.316).  For example, one of the HYPERNYMs of chain, (37b), is restaurant, but the definition in (37a) indicates that restaurant is a quasi-hypernym because a mensural CLASSIFIER, number, is also identified.

(37a)  chain (L n,2):  ‘a number of connected things, such as events, shops, restaurants, mountains, etc.’

(37b)  chain  (HYPERNYM  thing, event, shop, restaurant, mountain)  (CLASSIFIER number)

When the third rule finds a match between the quasi-HYPERNYM of the modifier and the head noun, this is really establishing a relation between the parts of the modifier and the head; the result is a ‘What is it part of?’ interpretation.  For example in the NS chain restaurant, the modifier best answers the question: ‘What is the restaurant part of?’.  As we will see in Figure 26, a similar rule establishes a ‘What kind of?’ interpretation, also by matching the HYPERNYM of the modifier with the head noun, but only for true hypernyms, not quasi-hypernyms.

3.1.3.7  Rules for a ‘What are its parts?’ interpretation

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

What are its parts?
Mod-based
PART-OF
match
(no example so far)
3


Head-based
match
HAS-PART
vegetable stew
3


Head-based
match on HYPERNYM
CLASSIFIER = 
{group number},
HYPERNYM
restaurant chain
3

Figure 25.  Table representation of the ‘What are its parts?’ rules

The rules for determining a ‘What are its parts?’ interpretation are the inverse of the rules for the ‘What is it part of?’ interpretation, described in Figure 24.

3.1.3.8  Rules for a ‘What kind of?’ interpretation

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

What kind of?
Mod-based
HYPERNYM 
and CLASSIFIER is not in {group, number}
match 
flounder fish
4


Head-based
HUMAN
HUMAN
woman friend
5

Figure 26.  Table representation of the ‘What kind of?’ rules

As mentioned above, the ‘What kind of?’ interpretation is possible when the HYPERNYM of the modifier matches the head noun, and the HYPERNYM is a true hypernym.  To illustrate the difference between a ‘What kind of?’ and a ‘What is it part of?’ interpretation, we notice that, for the NS flounder fish, we can say that its referent is both a flounder and a fish, while for the NS chain restaurant, we would not say that its referent is both a chain and a restaurant.  Another way of illustrating this difference is through coordination; the phrase ‘salmon, flounders, and other fish’ is fine, but ‘restaurants, mountains, and other chains’ is not (see Lyons 1977, p.316).

A separate rule was required to handle the multitude of ‘What kind of?’ NSs in which both the modifier and head noun are +HUMAN, but for which there is no match between the HYPERNYM of the modifier and the head noun.  (This rule could equally well have been called Mod-based since the type of semantic information examined is the same for both head and modifier nouns.)  

3.1.3.9  Rules for a ‘What with?’ interpretation

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

What with?
Head-based
SYMBOL 216 \f "Symbol"HUMAN,
SYMBOL 216 \f "Symbol"ANIMAL
BY-MEANS-OF
knife wound
5


Head-deverbal
SYMBOL 216 \f "Symbol"HUMAN,
SYMBOL 216 \f "Symbol"ANIMAL
BY-MEANS-OF,
SYMBOL 216 \f "Symbol" -er suffix
paraffin cooker
4

Figure 27.  Table representation of the ‘What with?’ rules

The head-based and head-deverbal rules for determining a ‘What with?’ interpretation are both similar to the rules for a ‘Who/What?’ interpretation that we saw in Figure 19 above, except that for a ‘What with?’ interpretation, there must be no HUMAN and no ANIMAL features on the modifier.  A modifier that has either a HUMAN or an ANIMAL feature is not considered a possible answer to the question ‘What with?’.  The head-based and head-deverbal rules in this case are the same; this might be considered redundant, but the benefit of treating head-deverbal rules separately in general outweighs this specific case of redundancy.  

3.1.3.10  Rules for a ‘What for?’ interpretation

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

What for?
Head-based
match on either PURPOSE,
INSTRUMENT-FOR
PURPOSE, INSTRUMENT-FOR
water heater,

bird sanctuary
5



deverbal 
+INSTRUMENT
simulation machine
4

(What is location for?)
Head-based
match
LOCATION-OF
bird cage,
refugee camp
5




+LOCATION

4


Head-based

+TIME
election year
5


Head-deverbal
(HUMAN)
D1 or to in? Vprp
charity donation
(5), 3

Figure 28.  Table representation of the ‘What for?’ rules

There are two semantic attributes which can indicate a ‘What for?’ interpretation: PURPOSE and INSTRUMENT-FOR.  If the value of either of these attributes on the head matches the modifier noun, then a ‘What for?’ interpretation can be established.  

If no match has been found, a ‘What for?’ can still be determined if there is a +INSTRUMENT feature on the head noun and the modifier noun is related to a verb.  For example, a ‘What for?’ interpretation can be established for the NS simulation machine given that the modifier noun simulation is related to a verb simulate through derivation and given a +INSTRUMENT feature on the head noun machine, based on the fact that one of machine’s HYPERNYMs is instrument. 

The presence of a LOCATION-OF attribute or +LOCATION feature on the head noun can also indicate a ‘What for?’ interpretation, as we see in the second head-based rule.  For the NS bird cage, e.g., the modifier bird best answers the question ‘What is the cage for?’.  In the following definition of cage a LOCATION-OF attribute can be identified from the relative clause introduced by in which:

(38a) cage (L n,1):  ‘a framework of wires or bars in which animals or birds may be kept or carried’

(38b) cage LOCATION-OF (keep HAS-OBJECT animal, bird) 
                                                           (carry HAS-OBJECT animal, bird)

Experimentally, this rule has proven to be reliable, although at first, it is not obvious why the presence of a LOCATION-OF attribute or +LOCATION feature should indicate a ‘What for?’ interpretation.  An explanation can be found in considering once again the systematic ambiguity between a ‘What for?’ and a ‘Where?’ interpretation: a bird cage could be a cage which is intended for birds, but which may not at the moment have any bird in it (a ‘What for?’ interpretation), or it could be a cage with a bird in it currently (a ‘Where?’ interpretation).  The intuition that this rule expresses can be formulated as: if a cage is the location of keeping and carrying birds, it is also true that the purpose of a cage is to keep and carry birds.  For any NS which has a locative head noun, SENS establishes a ‘What for?’ interpretation, but these interpretations will be called ‘What is the location for?’ in order to distinguish them from the non-locative ‘What for?’.

Given the semantic similarity between location and time, there is also a head-based rule which gives a possible ‘What for?’ interpretation for any NS which has a +TIME feature on its head noun.

Finally, a ‘What for?’ interpretation can also be established if the modifier noun can be interpreted as the indirect object of the head noun.  This rule relies on syntactic information, and it is not often satisfied; this rule corresponds to Finin’s ‘Recipient’ class (see Figure 10 in Chapter 2).  The ability of a verb to take an indirect object is indicated in LDOCE by the subcategorization feature D1 or by a verb-preposition to.  The head-deverbal rule tests whether there is a D1 feature on the verb corresponding to the head noun and whether it has to in its list of verb-prepositions; a higher weight is determined if the modifier noun is +HUMAN.

3.1.3.11  Rules for a ‘Made of what?’ interpretation

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

Made of what?
Mod-based
MADE-INTO
match
leather shoe
5



+MATERIAL, MADE-INTO, +FOOD
SYMBOL 216 \f "Symbol"ABSTRACT
metal mouse
2


Head-based
match
MADE-OF
clay pottery
5

Figure 29.  Table representation of the ‘Made of what?’ rules

In order to establish a ‘Made of what?’ relation, the most important semantic attributes are MADE-INTO and MADE-OF.  It might be expected that if a head noun has a MADE-OF attribute pointing to the modifier noun, then the modifier noun should have a MADE-INTO attribute pointing to the head noun.  The definitions of these nouns, however, only include information which is typical or distinctive.  For example, the definition of pottery, (39), shows that pottery is typically made of clay.  However, the definition of clay, (40), shows that clay is not typically made into pottery, but rather made into bricks, pots, and earthenware
.  The fact that the relevant semantic information may be found on either of the nouns in the NS illustrates why there are often at least two heuristics associated with any interpretation.

(39)  pottery (L n,2): ‘pots and other objects made out of baked clay’

(40)  clay (L n,1): ‘heavy firm earth, soft when wet, becoming hard when baked at a high temperature, and from which bricks, pots, earthenware, etc., are made’

In case no match is found with the MADE-OF attribute on the head noun, the modifier-based rule checks whether the modifier has a MADE-INTO feature (no match is required) or either a +MATERIAL or a +FOOD feature.  Each of these attributes and features indicates that the modifier noun is typically an ingredient, and so, provided the head noun is not +ABSTRACT, a ‘Made of what?’ interpretation is possible.

3.1.3.12  Rules for a ‘What about?’ interpretation

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

What about?
Head-based
SYMBOL 216 \f "Symbol"HUMAN
+SPEECH-ACT
abortion vote
6


Head-deverbal
SYMBOL 216 \f "Symbol"HUMAN
+SPEECH-ACT
price dispute
6

Figure 30.  Table representation of the ‘What about?’ rules

If the head refers to any type of communication (i.e. it is +SPEECH-ACT) and the modifier noun is not +HUMAN, then by default, a ‘What about?’ interpretation is possible.  

3.1.3.13  Rules for a ‘What does it cause?’ interpretation

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

What does it cause?
Mod-based
CAUSED-BY 
(match)
silk worm
(4); 5


Head-based
(match) 
CAUSES
disease germ,
tear gas
(3); 4 

Figure 31.  Table representation of the ‘What does it cause?’ rules

The rules for determining a ‘What does it cause?’ interpretation in Figure 31 above, as well as the rules for determining a ‘What causes it?’ interpretation in Figure 32 below, are quite straightforward.  The parentheses around ‘match’ in these rules indicate that the interpretation in question is established whether or not a match has been found, but if indeed no match was found, then the interpretation will be given less weight.  

3.1.3.14  Rules for a ‘What causes it?’ interpretation

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

What causes it?
Mod-based
CAUSES
(match)
earthquake damage
(4); 5


Head-based
(match) 
CAUSED-BY
drug death


(3); 4

Figure 32.  Table representation of the ‘What causes it?’ rules

3.1.4  Matching procedure

The general rules which SENS employs often make use of the matching procedure.  This is the procedure which determines how well the value of a semantic attribute matches a given noun.  In other words, the matching procedure determines whether a noun is related in any significant way to the value of the semantic attribute which is being tested in that rule.  The degree to which there is a match is expressed by a weight which is added to the weight of the rule itself; this will be described in section 3.1.5.

The weight of a match is highest when the value of a semantic attribute is exactly the same as the noun.  We saw an example of this earlier when the head-based rule for a ‘Where?’ interpretation was applied to the NS field mouse.  In one definition
, the head mouse has a LOCATED-AT attribute with the word field as one of its values.  This value, field, is the same as the modifier noun field, i.e. it matches the modifier noun exactly.  In this case, the matching procedure contributes the highest weight, 5, to the general weight associated with this rule.  When there is a direct match of this kind, no further semantic information for the modifier is required. 

When no direct match can be determined, the matching procedure tries to find a match between the attribute of one noun and the senses of the other noun; thus, a match will be attempted between an attribute of the modifier and the senses of the head noun, or, between an attribute of the head noun and the senses of the modifier noun.  Whenever this is required, the effect is equivalent to testing each combination of modifier and head noun senses (as discussed in section 3.1.2).  When examining each of the senses, the matching procedure tests the values of a set of attributes: HYPERNYM, SYNONYM, ROLE, HAS-PART, PART-OF, MADE-OF and MADE-INTO.

First, consider how the matching procedure uses HYPERNYM to find a connection between an attribute and the senses of a given word.  For determining whether there is a possible ‘Where?’ interpretation of the NS meadow mouse, the LOCATED-AT attribute of the head noun mouse is examined.  This offers two values house and field (see footnote 11) and neither one matches the modifier noun meadow exactly.  The matching procedure then tries to find a connection between the values of mouse’s LOCATED-AT attribute, house or field, and any of the senses of meadow, (41a) - (42a).  By examining the HYPERNYM attributes in each of the senses of meadow, given in (41b) - (42b), a match is found in (42) between the value of the HYPERNYM of meadow (L n,2) and the LOCATED-AT attribute field.  A match which is found using the attributes HYPERNYM, SYNONYM, or ROLE contributes a high weight, namely 4.

(41a)  meadow (L n,1): ‘grassland on which cattle, sheep, etc., may feed’

(41b)  meadow  HYPERNYM  grassland

(42a)  meadow (L n,2): ‘a field of grass for animals to eat, esp. grass which is cut and dried to make hay’

(42b)  meadow  HYPERNYM  field

Figure 33 shows graphically the path for establishing a ‘Where?’ interpretation for the NS meadow mouse.
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Figure 33.  Semantic network for the ‘Where?’ interpretation of meadow mouse 

A semantic connection can also be found using the semantic attributes HAS-PART, PART-OF, MADE-OF and MADE-INTO; rather than using hypernymy, this type of connection makes use of part-whole relations.  In Figure 19, we saw that a ‘Who/What?’ interpretation can be established if the head noun has a BY-MEANS-OF attribute whose value matches the modifier noun, provided the modifier is either +HUMAN or +ANIMAL.  This is the rule which establishes a ‘Who/What?’ interpretation for the NS cat scratch.  Figure 34 shows how the matching procedure finds a connection between the value of the BY-MEANS-OF attribute of scratch, namely claw, and the modifier noun cat.  On the first sense of cat, there is a HAS-PART attribute with the value claw, which matches the value of the BY-MEANS-OF attribute, claw.  A match using the part-whole relations contributes a weight of only 3.
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Figure 34.  Semantic network for the ‘Who/What?’ interpretation of cat scratch 

The matching procedure must also have a strategy for matching verbs and nouns, which are not naturally connected through hypernymy or part-whole relations.  For example, one of the general rules for establishing a ‘What for?’ interpretation checks the LOCATION-OF attribute of the head noun for a match with the modifier noun; the value of the LOCATION-OF attribute can, however, be a verb, and so an immediate match is unlikely.  In such cases, the matching procedure allows a connection to be established if the verb has either a HAS-OBJECT or a HAS-SUBJECT attribute which matches the modifier noun.  Figure 35 below shows a ‘What is the location for?’ interpretation for bird cage.  The rule for this interpretation tests the head noun’s LOCATION-OF attribute; in (38) we saw that cage has a LOCATION-OF attribute with (keep HAS-OBJECT animal, bird) as its value.
 This value of the HAS-OBJECT relation matches the modifier noun, bird.  This type of match, through a HAS-OBJECT or HAS-SUBJECT attribute, contributes a weight of 3.
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Figure 35.  Semantic network for the ‘What is the location for?’ interpretation of bird cage

The matching procedure can also combine various matching strategies.  The semantic connection for the ‘What is the location for?’ interpretation of the NS refugee camp is shown in Figure 36.  The relevant definitions of refugee and camp are:

(43)  refugee (L n,1):  ‘a person who has been driven from his country for political reasons or during a war’

(44)  camp (L n,1):  ‘a place where people live in tents or huts for a short time usu. for pleasure’

(45)  camp (L n,2):  ‘a place where people live often unwillingly’

In both definitions of the word camp above, there is a pattern for a LOCATION-OF attribute with (live HAS-SUBJECT people) as its value.  If the HAS-SUBJECT value people can be related to the modifier noun refugee, then a match will be made.  Given that the definition of refugee shows that the HYPERNYM of refugee is person, we see that the LOCATION-OF attribute people living can be related to the modifier refugee through hypernymy.  This type of matching requires two levels of indirection and so it contributes the low weight, 2.
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Figure 36.  Semantic network for the ‘What is the location for?’ interpretation of refugee camp

3.1.5  Determining the weight for each rule

The overall score for a rule is composed of the weight contributed by the matching procedure, described in the preceding section, and the weight associated with each individual rule.  The weights for the matching procedure and for the rules range from 1 to 5, where 1 is the lowest weight and 5 the highest; the total score of a successful rule application can therefore never exceed 10 and never be less than 1.  The score for a rule which only tests a semantic feature, and so does not require a match, may be from 1 to 9, but in practice, the weight is never higher than 8.  When a rule has more than one set of conditions, i.e. when it is arranged sequentially, a separate weight may be associated with each of the sections.

The weights associated with each rule were arrived at experimentally; this has led to satisfactory results, as we will see in Chapter 5.  Once having determined the rule weights, we can now try to reconstruct a rationale for the weight distribution by investigating the interaction of the rules and their associated weights.  Determining the weight distribution balances two considerations.  

First, the nature of the semantic information influences the weight for each rule; by this, we understand how specific or general the semantic information is.  For example, semantic features, given their binary nature, cannot be considered specific at all, and so rules which test a semantic feature should contribute a low weight.  Attributes vary as to a specific or general nature.  The meaning of the LOCATION-OF attribute is quite specific and so rules which test LOCATION-OF should have a high weight.  Other attributes are not at all specific and so their rules should have a lower weight.  For example, HAS-OBJECT cannot be considered very specific because it is derived from the syntactic relation OBJECT which Case Grammar has shown is ambiguous.  A syntactic OBJECT can indicate a location relation as in (46), or it can indicate a benefactive or experiencer relation as in (47) and (48) respectively.  A more detailed analysis, such as that proposed in section 4.5, will allow future HAS-OBJECT relations to be more specific, i.e. to be more consistent semantically.

(46) spray (L v,2):  ‘to throw or force out liquid in small drops upon (a surface, person, field of crops, etc.)’

(47) bribe (L v,1):  ‘to influence unfairly (esp. someone in a position of trust) by favours or gifts’

(48) accost (L v,1):  ‘to go up to and speak to (esp. a stranger)’

Secondly, the frequency and accuracy with which the semantic information can be identified in the on-line dictionary will influence the weight for each rule.  For example, the semantic feature INSTRUMENT, while not specific in nature, is extracted reliably and not too frequently; +INSTRUMENT was identified in only 573 out of a total of 33,000 definitions (less than 2 %) and of these 573 definitions, approx. 547 are correctly identified as having +INSTRUMENT (95%  accuracy for extracting +INSTRUMENT).  For this reason, the head-based rule for a ‘What for?’ interpretation has a relatively high weight, namely 4 (see Figure 37 below).  

In contrast, the feature +MATERIAL, while still not frequent, cannot be extracted as reliably from an on-line dictionary.  +MATERIAL was identified in 641 out of a total of 33,000 definitions (also, less than 2 %), but of these 641 definitions, only approx. 494 are correctly identified as having +MATERIAL (77% accuracy for extracting +MATERIAL).  The reduced accuracy can be attributed to the many senses of the word material, on which the pattern for identifying +MATERIAL crucially relies.  In (49), material correctly identifies a +MATERIAL feature, but in (50), a +MATERIAL feature is judged not appropriate:

(49) chiffon (L n):  ‘a soft smooth thin transparent silky material used for scarves (scarf), dresses, etc.’ 

(50) armament (L n,1): ‘the arms and other fighting material of an army, navy, etc.’. 

Because +MATERIAL cannot be extracted reliably, the modifier-based rule for a ‘Made of what?’ relation has a relatively low weight, namely 2 (see Figure 38 below).

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Weight

What for?
Head-based
deverbal 
+INSTRUMENT
4

Figure 37.  Part of the ‘What for?’ relation which tests INSTRUMENT feature (see Figure 28)

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Weight

Made of what?
Mod-based
+MATERIAL, MADE-INTO, 
+FOOD
SYMBOL 216 \f "Symbol"ABSTRACT
2

Figure 38.  Part of the ‘Made of what?’ relation which tests MATERIAL feature (see Figure 29)

Another strategy for determining the optimal weight distribution would have been to apply statistical techniques.  The parameters to be considered are: how frequently is the attribute/feature extracted as a percentage of all attribute/features extracted; how often is this attribute/feature encountered in the NSs submitted to SENS; and finally how frequently is the correct NS interpretation the result of applying the rule based on this attribute/feature, given a corpus of NSs for which the correct interpretation has been provided manually.  While it would be interesting to pursue this strategy, a statistical approach to assigning the weight associated with each rule does not change the basic algorithm for automatically interpreting NSs, as demonstrated in SENS, and so this will be left for further research.

3.1.5.1  Rule and match weight combined

When the weight associated with the rule and the weight contributed by the matching procedure are added, the overall score for the rule is obtained.  The two weights interact in several interesting ways.  First, a rule which has a low weight associated with it can still result in a high overall score if the match is particularly strong, and vice versa, a rule which has a high weight can end up with a relatively low overall score if the match is very weak.  

Secondly, it is not always the case that the shortest distance yields a higher likelihood.  This is best illustrated by showing the semantic networks.  Consider, for example, the semantic network in Figure 39 that represents applying the ‘Whom/What?’ rule to the NS bird cage
.  In (51) below, a HAS-OBJECT attribute can be identified in the definition of cage (L v), with the word something as its value.

(51)  cage (L v):  ‘to put (something) into a cage’

The matching procedure allows a match to be established between a noun and a relation with the word something as its value, but the weight is only 2.  With this match, the ‘Whom/What?’ rule can find a direct connection between the HAS-OBJECT of cage (as a deverbal head) and the modifier noun bird; the matching procedure adds a weight of 2 to the weight associated with the rule, which is 2 (see Figure 20), making the overall score for this interpretation 4.
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Figure 39.  Semantic network for bird cage for the ‘Whom/What?’ rule

Figure 40 represents applying the ‘What is the location for?’ rule to the NS bird cage
.  Even though the path to establish a ‘What is the location for?’ relation is longer, the overall score associated with this interpretation is higher than that of the ‘Whom/What? relation.  The weight for the rule which tests the LOCATION-OF attribute is 5 (see Figure 28).  The matching procedure required one level of indirection in order to make a match: the LOCATION-OF attribute of cage has as its value a verb, keep, and so no immediate match with the modifier bird can be found.  There is, however, a match between the HAS-OBJECT attribute of keep (with animal and bird as its values) and the modifier noun, bird, in the definition of cage:  

(52)  cage (L n,1):  ‘a framework of wires or bars in which animals or birds may be kept or carried’

The weight contributed by the matching procedure is 3 and so the overall score for this interpretation is 8.  
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Figure 40.  Semantic network for bird cage for the ‘What is the location for?’ rule.

3.1.6  An extended example: football field

Now we will see how SENS works as a whole, rather than concentrating on each of its components as we have done in the previous sections.  To illustrate how SENS works, we will follow the steps which SENS takes to determine the most likely interpretation of the NS football field.  Recall the control structure for SENS, described in Figure 16 and repeated here as Figure 41.

1.
apply the head-based rules to each of the noun senses of the head and the modifier noun

2.
apply the modifier-based rules to each of the noun senses of the modifier and the head noun

3.
if no interpretation has received a weight of 8 or greater, then apply the deverbal-head rules to each of the verb senses of the head and the modifier noun

4.
order the possible interpretations by comparing the weights assigned by the rule applications and return the list in order of likelihood

Figure 41.  Control Structure for SENS

Step 1

First, all of the head-based rules are applied to each of the noun senses of the head, field, and the modifier noun, football.  These rules apply to each of the noun senses of field because it is not known beforehand which sense is most relevant in the context of the NS football field.  We will begin by considering all of the head-based rule applications to the first sense of field, in (53), for which the sense frame produced by SESEMI is given in Figure 42.

(53)  field (L n,1): ‘a stretch of land on a farm marked off in some way or surrounded by a fence or wall, and used for animals or crops’
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Figure 42.  Sense frame for field (L n,1)

Most of the head-based rules fail immediately because the semantic features or attributes that they test are not present in the frame for the current sense.  For only three rules are the semantic features and attributes present in the sense frame; the relevant parts of these rules are shown in Figure 43.

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

Where?
Head-based
match
LOCATED-AT
field mouse
5

What for?
Head-based
match on either PURPOSE, INSTRUMENT-FOR
PURPOSE, INSTRUMENT-FOR
water heater,

bird sanctuary
5

What is location for?


+LOCATION

4

Figure 43.  The head-based rules which test semantic features and attributes present in the sense frame of field (L n,1)

The first of these rules, the ‘Where?’ rule, tests whether there is a match between the modifier, football, and the value of the LOCATED-AT attribute, farm (see Figure 42).  No match can be established and the score for this rule application is 0.

The ‘What for?’ rule tests whether there is a match between the modifier, football, and the value of the PURPOSE attribute, animal and crop (see Figure 42).  Again, no match can be established and the score for this rule application is 0.  (If the NS had been cattle field, for example, this rule would have had a positive score.)

The last rule, ‘What is the location for?’, tests only whether the semantic feature +LOCATION is present on this sense of the head noun.  The sense frame for field (L n,1) meets this test and so the score is 4, the weight associated with this rule.  Based on this rule, we would say that a football field is a field where footballs are located.

Given only the head-based rule applications to the first sense of field, the best score is now 4.

Now, we will consider whether any of the head-based rules are applicable to the second sense of field, shown in (54) and in Figure 44:

(54)  field (L n,2a): ‘any open area where the stated game is played’
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Figure 44.  Sense frame for field (L n,2a)

Again, most of the head-based rules fail immediately because the semantic features or attributes that they test are not present in the frame for the current sense.  Only the rule which corresponds to a ‘What is the location for?’ interpretation tests for a semantic attribute that is present in sense frame, namely LOCATION-OF.  (See Figure 45.)

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

What is location for?
Head-based
match
LOCATION-OF
bird cage,
refugee camp
5

Figure 45.  The head-based rule which tests semantic features and attributes present in the sense frame of field (L n,2a)  (see Figure 28)

The rule for ‘What is the location for?’ tests for a match between the value of the LOCATION-OF attribute of field (L n,2a), which is a nested record (play HAS-OBJECT game),  and the modifier noun, football.  In section 3.1.4, which discussed the matching procedure, we saw that a special strategy is required for matching verbs and nouns, because they will not normally have equivalent base forms, nor will they be linked through hypernymy or part-whole relations.  Therefore, when matching the LOCATION-OF attribute, which has a verb as its value, the matching procedure seeks a connection between the HAS-OBJECT or HAS-SUBJECT of that record, in this case, game, and the modifier noun, football.  While no exact match between game and football can be established, an indirect match can be found given that one of the hypernyms of football is game, given in (55):  

(55) football (L n,1): ‘any of several games for 2 teams in which a ball is kicked and/or thrown about a field in an attempt to get goals , esp. {BrE} soccer’

The path which the matching procedure follows to match the LOCATION-OF attribute of field and the modifier noun football through a HAS-OBJECT connection is shown in Figure 46.  
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Figure 46.  Semantic network for the ‘What is the location for?’ interpretation of football field

This type of match requires two levels of indirection and so it contributes the low weight 2.  The weight associated with this part of the ‘What is the location for?’ rule is 5; the combined score for a ‘What is the location for?’ interpretation is 7.  This interpretation has a higher score than the ‘What is the location for?’ interpretation found earlier for the first sense of field, and we will see that this ‘What is the location for?’ relation also receives the highest score overall.  Based on this rule, we would say that a football field is a field which is the location for playing football.  

We will skip discussion of the other senses of field that have a LOCATION-OF attribute in their sense frame; none of the values of their LOCATION-OF attributes match the modifier noun football.  To illustrate the effect of taking into consideration all of the senses of each noun in the NS, consider how the head-based rules are applied to field (L n,7), the definition of which is shown in (56) and the sense frame in Figure 47.

(56) field (L n,7): ‘(in foxhunting) all the people taking part in a hunt’.
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Figure 47.  Sense frame for field (L n,7)

The only head-based rule that applies to this sense of field and the modifier noun football is the ‘What kind of?’ rule.  This rule, excerpted in Figure 48, tests only whether there is a +HUMAN feature present in the sense frame of the head noun and also whether there is a +HUMAN feature on any of the modifier sense frames.  

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

What kind of?
Head-based
+HUMAN
+HUMAN
woman friend
5

Figure 48.  The head-based rule which tests semantic features and attributes present in the sense frame of field (L n,7) (see Figure 26)

Field (L n,7) has a +HUMAN feature because its HYPERNYM, people, is +HUMAN.  The following sense of the modifier football also has +HUMAN for the same reason, namely that its HYPERNYM, person, is +HUMAN.  

(57)  football (L n,3): ‘an idea, person, etc., that people are giving all their attention to, but in a rough thoughtless way, so that the really important parts of the matter may be forgotten’

While neither of these senses of field and football are at all frequently used, SENS must still take these into account.  The ‘What kind of?’ interpretation is therefore possible, and its score is the weight associated with this rule, 5.

At the end of step 1, the results can be summarized as follows:

Relation
Paraphrase
Head sense
Score

What is the location for?
a field which is the location for playing football
field (L n,2)
7

What is the location for?
a field where footballs are located
field (L n,1)
4

What kind of?
a field of the type football
field (L n,7)
5

Figure 49.  Results for football field after analyzing the head senses of field
Step 2

Now let us consider how the modifier-based rules are applied to each of the noun senses of the modifier football and the head noun field.  Figure 50 shows the sense frame for the first sense of football, (55, repeated here as 58):

(58)  football (L n,1): ‘any of several games for 2 teams in which a ball is kicked and/or thrown about a field in an attempt to get goals , esp. {BrE} soccer’
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Figure 50.  Sense frame for football (L n,1)

The only modifier-based rule which tests any of the semantic features or attributes present in the sense frame for football (L n,1) is the rule which establishes a ‘Where?’ interpretation.  As shown in Figure 51, the conditions for this rule are satisfied by the presence of either a LOCATION-OF attribute or a +LOCATION feature, and no match is required.  The sense frame for football (L n,1) meets the conditions for this rule and so the score for the ‘Where?’ interpretation is 4, the weight associated with this rule.

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

Where?
Mod-based
LOCATION-OF or +LOCATION

town mouse
4

Figure 51.  The mod-based rule which tests semantic features and attributes present in the sense frame of football (L n,1) (see Figure 21)

Next, the modifier-based rules apply to the second sense of football, whose definition is given in (59) and sense frame in Figure 52:

(59) football  (L n,2): ‘any of several types of large ball filled with air, usu. made of leather, used in these games’
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Figure 52.  Sense frame for football (L n,2)

The only modifier-based rule which tests any of the semantic attributes or features present in the second sense of football is the ‘Whom/What?’ rule, as shown in Figure 53.  This rule tests whether the modifier noun is the typical object of a verb related to the head noun.  While football is the typical object of the verb fill, fill is not in any way related to the head noun, field.  No match can be found therefore, and so the score for this rule application is 0.

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

Whom/What?
Mod-based
OBJECT-OF
match on Base(Head)
target shooting
3

Figure 53. The mod-based rule which tests semantic features and attributes present in the sense frame of football (L n,2) (see Figure 20)

The third, and last, sense of football (L n,3) has already been mentioned in the discussion of the head-based rule applications; its definition is repeated here from (60) and the sense frame is shown in Figure 54.

(60)  football (L n,3): ‘an idea, person, etc., that people are giving all their attention to, but in a rough thoughtless way, so that the really important parts of the matter may be forgotten’
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Figure 54.  Sense frame for football (L n,3)

The only modifier-based rule which applies to this sense of football is the rule for establishing a ‘Whose?’ relation.  This rule, repeated as Figure 55,  tests whether there is a +HUMAN feature present, which is true for the sense frame of football (L n,3), provided that it is not the case that all senses of the head noun are deverbal.  This rule has an associated weight of 3, and so there is a possible ‘Whose?’ interpretation with a score of 3 based on football (L n,3).

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

Whose?
Mod-based
HUMAN
SYMBOL 216 \f "Symbol" deverbal
family estate
3

Figure 55. The mod-based rule which tests semantic features and attributes present in the sense frame of football (L n,3) (see Figure 23)

At the end of step 2, the results can be summarized as follows:

Relation
Paraphrase
Modifier sense
Score

Whose?
a field which belongs to a football
football (L n,3)
3

Where?
a field which is in a football
football (L n,1)
4

Figure 56.  Results for football field after analyzing the modifier senses of football
Step 3

In our example so far, the highest score was 7, found for a ‘What is the location for?’ interpretation of the NS football field.  Since the head-based and the modifier-based rules have not already provided an interpretation with a score of 8 or greater, the next step in the control structure for SENS is to apply the rules which treat the head as derived from a verb, either derived through affixation (e.g., protection is derived from protect) or by zero derivation (e.g., field).  These rules apply to each of the verb senses of the head, field, and the modifier noun, football.  Consider the sense frame for field (L v,1), Figure 57, based on the definition in (61):

(61) field  (L v,1): ‘(in cricket and baseball) to catch or stop (a ball that has been hit)’
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Figure 57.  Sense frame for field (L v,1)

Only two of the head-deverbal rules test semantic attributes and features which are present in the sense frame for field (L v,1); these rules are shown in Figure 58.

SENS class
Rule Type
Modifier feat/attrib
Head feat/attrib
Example
Weight

Whom/What?
Head-deverbal
match
HAS-OBJECT
cash refund
2

Who/What?
Head-deverbal
+HUMAN
SYMBOL 216 \f "Symbol" -er suffix
police investigation
2

Figure 58. The head-deverbal rules which test semantic features and attributes present in the sense frame of field (L v,1) (see figures 20 and 19)

First consider the application of the ‘Whom/What?’ rule, which tests whether there is a match between the HAS-OBJECT of the deverbal head and the modifier noun.  The HAS-OBJECT of field (L v,1) is ball, from the definition of field (L v,1) ‘to catch or stop (a ball ... )’.  There is in fact a match between this HAS-OBJECT ball and the modifier football, given the second sense of football, which has ball as its HYPERNYM (see Figure 52).  The conditions for this rule are met, and so the overall score is 6: the weight associated with the rule, 2, combined with the weight contributed by the matching procedure, 4.  Based on this rule, we would say that a football field is the fielding of a football.

While this interpretation might seem implausible, consider such NSs as deer hunt and whale hunt where a ‘Whom/What?’ is the preferred interpretation.  Perhaps if the technical difficulties of fielding various types of balls were being discussed, a football field (i.e., fielding a football) might be more difficult than a baseball field (i.e., fielding a baseball) due to the shape or shape of the ball.  There is domain information associated with this verbal sense of field, namely that it pertains to cricket and baseball; such information can be used to further reduce the likelihood of this interpretation once a wider syntactic context is taken into account, but at this point, SENS only determines the most likely interpretation given only the nouns in the NS.

Finally, the head-deverbal rule for a ‘Who/What?’ interpretation also has a positive result, though it is a very weak indication of the relationship.  The rule tests only whether there is no -er suffix on the head (since this suffix already implies a ‘Who/What?’ relation) and whether the modifier noun has any sense with a +HUMAN feature.  These tests are both satisfied for the NS football field, and so a possible ‘Who/What?’ interpretation is established; this interpretation is very weak, as the weight associated with this rule shows, namely 2.  

At the end of step 3, the results can be summarized as follows:

Relation
Paraphrase
Head sense
Score

Whom/What?
a football is fielded
field (L v,1)
4

Who/What?
a football fields
field (L v,1)
2

Figure 59.  Results for football field after analyzing the verbal senses of field
Step 4

After the head-based, modifier-based, and head-deverbal rules have all been applied to each of the senses of the head noun and the modifier noun, the final step in the SENS control structure compares the scores assigned by these rule applications and returns the list ordered according to likelihood.  As part of establishing which interpretations are possible, SENS also records the most relevant sense(s) of the modifier and head (as well as any underlying verbs that allowed the relation to be established).   As a result, the modifier and head nouns have been disambiguated (or at least partially disambiguated, if more than one sense has the same semantic features that allowed the NS relation to be established). 

Figure 60 shows the list of all possible interpretations of football field in order of likelihood.  Each interpretation has been annotated with its score, the relevant sense(s) of the modifier and head noun (where available), and any underlying verbs which were used to establish the interpretation.  

SENS class
Rule Type
Score
Sense of football
Sense of field
Implied Paraphrase

What is the location for?
head-based
7
(L n,1)
(L n,2a) + play
a field is the location for playing football

Whom/What?
head-deverbal
6
(L n,2)
(L v,1)
a football is fielded

What kind of?
head-based
5
(L n,3)
(L n,7)
a field of the type football

What is the location for?
head-based
4

(L n,1)
a field is the location for football

Where?
mod-based
4
(L n,1)

a field is in the football

Whose?
mod-based
3
(L n,3)

a field belongs to a football

Who/What?
head-deverbal
2
(L n,3)

a football fields

Figure 60.  Possible interpretations of NS football field

The ‘What is the location for?’ relation for football field scores the highest with a score of 7.  The relevant senses of the modifier and head for this NS are:

(62)  football (L n,1): ‘any of several games for 2 teams in which a ball is kicked and/or thrown about a field in an attempt to get goals , esp. {BrE} soccer’

(63)  field (L n,2a): ‘any open area where the stated game is played’

Finally, SENS creates a paraphrase for the NS that is being disambiguated.  In establishing the ‘What is the location for?’ interpretation of the NS football field, SENS discovered a verb linking field and game and football, namely play, and this verb is included in the paraphrase for this interpretation.  The paraphrase that SENS constructs is: ‘field is the location for playing football’.  As we will discuss in section 3.2.2, inserting the verb which links the two nouns makes the basic interpretation (‘What for?’) more specific, thus addressing at least in part Downing's observation that there are an indefinite number of relations that can hold between the nouns in an NS.

3.2  Previous computational approaches to NS

Now that SENS has been described, it is possible to compare SENS to previous systems for automatically interpreting NSs, notably Finin (1980) and Leonard (1984).  A brief description of the NS classification schemas used in Finin (1980) and Leonard (1984) was given in sections 2.1.5 and 2.1.6, respectively.  Here, we will focus on a comparison of SENS to other systems with respect to the computational algorithm for interpreting NSs.  

The algorithm for SENS is distinguished from the other computational systems by the following characteristics:

SYMBOL 183 \f "Symbol" \s 10 \h
there is a set of general rules for interpreting NSs; 

SYMBOL 183 \f "Symbol" \s 10 \h
these rules are applied to each of the senses of the modifier and head nouns;

SYMBOL 183 \f "Symbol" \s 10 \h
the likelihood of an interpretation is determined by the score assigned by the rule and the matching procedure.

We will see that in Finin’s system (1980), there are no general rules for interpreting NSs, but rather the rules to be considered are coded directly in the lexical entries.  While this strategy is efficient in that no rules are tried whose conditions are not satisfied by the lexical entry, this strategy is no longer feasible in the context of unrestricted text, given the amount of detail that such a strategy requires of its lexical entries.

In Leonard’s system (1984), there is a set of general rules for interpreting NSs, but the likelihood of an interpretation is determined by rule ordering, rather than by a score associated with each rule application.  In this respect, SENS is a system in which each possible interpretation is effectively evaluated in parallel, whereas Leonard (1984) is a system in which each interpretation is evaluated serially.  In section 3.3.4, I will give some examples for which the rule ordering used in Leonard (1984) does not produce the preferred interpretation when all of the modifier and head noun senses are taken into account.  The reason is that the preferred NS interpretation is not determined by the presence or absence of semantic features or attributes themselves, but by the degree to which there is a match between the values of these semantic attributes; all of the rule applications must be considered before deciding which match is the best.

Currently, no computational system, including this one, has attempted to interpret NSs by considering the surrounding, primarily prior, text.  As in Finin (1980) and Leonard (1984), the scope of SENS has also specifically excluded taking broader context into account.  Such a study is being undertaken by de Wachter (dissertation in preparation).

3.2.1  Finin

Finin (1980) distinguishes two approaches to the automatic interpretation of NSs: (a) concept-independent and (b) concept-dependent.  SENS would classify as a concept- independent system, given that it

 ‘assumes that the relation is one chosen from a small set of potential relations [...].  This set is fixed and does not vary with the modified or modifying concepts. [...]  The problem of forming an interpretation for the modified concept is thus reduced to one of deciding which of the possibilities is most appropriate’  (Finin 1980, p.94).  

The system that Finin (1980) describes is concept-dependent.  In concept-dependent systems,

‘the two concepts are examined to discover the kinds of relationships in which they can or prefer to partake.  This set presumably includes all the candidate relations which might have been intended by the utterer.  The composition of this set is a function of the two concepts.  Once it has been computed, the problem of selecting the most appropriate relation remains’  (Finin 1980, p.94).

As an example of Finin’s concept-dependent system, consider the interpretation algorithm for interpreting the NS engine repair.  First, the concept to-repair is investigated to find which semantic interpretation rules (henceforth, si-rules) are indexed to this concept; one of the si-rules for to-repair is the rule which is paraphrased as ‘the modifier fills one of the head’s roles’.  Applying this rule results in a search for the best fit between engine and the roles of to-repair.  The concept to-repair has the following roles which can be filled: AGENT, OBJECT, INSTRUMENT, CAUSE, RESULT, TIME, and LOCATION.  As a result of scoring how well engine fits any of these roles, there is a score of 4 associated with engine as the OBJECT of to-repair and there is a score of 1 associated with engine as the INSTRUMENT of to-repair.

Although it is not described in great detail, scoring a particular role fitting seems to proceed in much the same way as in SENS: scores are associated with either the rule itself or with the characteristics of the role fitting (i.e., matching), but, unlike SENS, these scores are not combined.  The rule for interpreting a plane type followed by an integer, e.g., plane 30045, as a plane with a Bureau serial number has a score of 20 (Finin 1980, p.109).  Role fitting can also be scored according to which facets where satisfied in the process of the fitting; each facet has a specific score associated with it (ibid., p.122), e.g. the PREFER facet has a score of 4.  In the example of engine repair, we saw that engine fits the OBJECT role of to-repair with a score of 4; from this, we can conclude that engine fits the value of the PREFER facet of the to-repair OBJECT.  Given that it is difficult to find a clear account of the scoring procedure, we can only guess that the specific values associated with a rule or a facet were arrived at experimentally, just as in SENS.

Another si-rule is indexed to the concept engine; it can be paraphrased as ‘the head fills one of the modifier’s roles’. The roles associated with the concept engine are: USE, RAW-MATERIAL, MASS, COLOR, LOCATION.  As a result of scoring how well the concept to-repair fits any of these roles, a score of 1 is associated with to-repair as the USE of engine.

The other si-rules which are indexed to both to-repair and engine are the rules which test whether the head is a hypernym of the modifier, or whether the modifier is a hypernym of the head.  Both of these tests fail, and so the system establishes that the most plausible interpretation of the NS engine repair is a concept which is an instance of the concept to-repair in which engine is the object of to-repair.

SENS also determines an object relation, i.e., a ‘Whom/What?’ relation, to be the most likely interpretation for engine repair.  The head-deverbal rule which tests whether a verbal sense of the head has a HAS-OBJECT attribute, provided the modifier noun is not marked +HUMAN and is not a participle (see Figure 20); applying this rule to engine repair results in a score of 3.  The following definition of repair is relevant:

(64)  repair  (L v,1):  ‘to mend (something worn or broken)’

As Finin describes, the essential difference between a concept-independent and a concept-dependent system is indeed the method for choosing which semantic interpretation rules should be applied.  This difference, however, seems to be one of efficiency in implementation and not one which causes a difference in the results obtained, as the similar interpretation of engine repair by Finin’s system and SENS has shown.  Just as the set of interpretations suggested by the concepts themselves aims to include ‘all the candidate relations which might have been intended by the utterer’ (Finin 1980, p.94), the set of interpretations used in a concept-independent system like SENS includes all the candidate relations that might have been intended by the utterer, to the extent that the NS classification schema is descriptively adequate.  In all other aspects, SENS and the system described in Finin (1980) are quite similar: there is a component for establishing role fitting (i.e., a match), and there are scores associated with the degree of matching so that rule-ordering is not necessary.  

The limiting effect of adopting a concept-dependent system should not be underestimated, however.  Much of the information in a concept-dependent system is placed on every concept in the hierarchy and there must be a strong notion of inheritance in the system.  This strategy is feasible within the limited domain of various technical sublanguages, with a contained vocabulary, and with unambiguous nouns, but clearly unmanageable when processing unrestricted text.  

3.2.2  Importance of role nominals

Designing a concept-dependent system led Finin to bring forward the importance of role nominals, i.e., nominals which refer to a verb and fill one of that verb’s roles.  For example, the noun gun refers to the verb shoot and it fills the instrument role of that verb.  When this role nominal information is included in the concept of gun, the NS elephant gun can be interpreted as a gun that is used to shoot elephants (see Finin 1980, p.21). 

Subsequent NLP systems which provide NS analysis all include some formalism for expressing the relation between role nominals and the verbs to which they refer (Isabelle 1984, Leonard 1984, Dahl et al. 1987, and the present work included).  Although Isabelle does not describe the algorithm for NS interpretation in detail, he does focus on role nominals, which he places at ‘the interface of linguistic and extralinguistic knowledge’ (Isabelle 1984, p.509).  The representation of the role nominal pilot proposed in Isabelle (1984) is:
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Figure 61.  Isabelle’s representation of the role nominal pilot (Isabelle 1984, p.513)

 While Finin has not provided any method for deciding when a noun is a role nominal, Isabelle describes several linguistic tests which might preclude the need to rely on intuition alone for making this decision.  For example, a candidate role nominal can be inserted in the pattern a good X and if either of the following paraphrases is possible, X is a role nominal:

(a) if X is an agent, then it can be paraphrased as: one who performs the associated activity skillfully  

(b) if X is an instrument, then it can be paraphrased as: a thing which permits the associated activity to be performed easily  (Isabelle 1984, p.512)

According to the (a) test, we can conclude that the noun driver fills an agent role in the verb drive, given that ‘a good driver’ is ‘one who drives skillfully’, and also that the noun pianist fills an agent role in the predicate play the piano, given that ‘a good pianist’ is ‘one who plays the piano skillfully’.  According to the (b) test, we can conclude that the noun knife fills an instrument role in the verb cut, given that ‘a good knife’ is ‘a knife which cuts easily’.  

In SENS, the status of a noun as a role nominal is determined on the basis of its definitions in an on-line dictionary.  As discussed earlier in section 2.1.5, only the information that is essential to the meaning of that noun is included in the definition, and the verbs to which a given noun refers are explicitly part of that information.  These verbs and their relation to the nouns in question are identified as the values of, for example, the SUBJECT-OF, LOCATION-OF, BY-MEANS-OF attributes.  By analyzing the definitions, we can make use of an independent source of semantic information, unlike semantic information which has been hand-coded to suit a particular domain or which still must be constructed using suitable linguistic tests.

Whether the approach to interpreting NSs is concept-dependent or concept-independent, the strength of including the semantic information provided by role nominals is to enhance the basic set of interpretations.  By enhancing the basic set of interpretations, we hope to account for Downing’s observation that:

‘the semantic relationships that hold between the members of these compounds cannot be characterized in terms of a finite list of “appropriate compounding relationships” ’ (Downing 1977, p.810).

Examining the semantic relationships described in Downing (1977), we notice that the verbs which are used to paraphrase the meaning of an NS are included as part of the semantic relationships; when these verbs are included, then the semantic relationships indeed cannot be characterized in terms of a finite list.  However, beginning with a basic set of relations, and enhancing these with the verb(s) which are used to paraphrase the NS interpretation, approximates Downing’s observation that there seems to be an infinite number of relations that can hold between the nouns in an NS.

For example, in SENS the basic interpretation of vegetable market is PURPOSE, one of the basic 14, and can be paraphrased as: a market for (the purpose of) vegetables.  Given the semantic information available in the dictionary, which makes explicit that buy and sell are role nominals associated with market, SENS enhances the basic PURPOSE interpretation with the verbs buy and sell.  The paraphrase now reflects a more specific interpretation: a market which is the location for the purpose of buying and selling vegetables.  In Downing’s terms, the semantic relationship between vegetable and market is one of a non-finite list: (location for) the purpose of buying and selling.  For SENS, this is a basic semantic relationship PURPOSE together with the relevant verbs buy and sell.  The result of the approach taken in SENS is a non-finite set of semantic relations, composed of a basic set of interpretations and verbs which relate to their nouns in a principled, predictable manner.

3.3.3  Leonard

Leonard’s system (1984) consists of a set of general rules for interpreting NSs and a lexicon.  The lexicon includes semantic features for each noun, but does not distinguish noun senses.  The rules are applied as a series of tests; the order in which these tests apply determines the likelihood of an interpretation.  Figure 62 shows the nine tests in Leonard’s system (see Leonard 1984, p.64-70):

Leonard’s rule
Example
Corresponding SENS rule(s)

the search for a match in semantic fields 
fir bough
What is it part of?

the search for a material modifier
stone lion
Made of what?

the search for a pure annex
hillside
What is it part of? 

the search for a related verb  
birthday
What for?; Who/What?; Whom/What?

the search for a locative relationship (excluding one with a verb) 
summer mist
Where?; When?

the search for a material head 
tree-clump
What are its parts?

the search for an additive relationship
May-June
(not covered)

the search for a reduplicative relationship
plop-plop
(not covered)

the search for an equative relationship
branch line
What kind of?

 Figure 62.  Leonard’s rule ordering 

Searching for a particular type of relationship in Leonard’s system is very similar to the matching procedure in SENS.  When the input is the NS council house, for example, the search for a locative relationship involves checking whether the head has a locative feature.  In Leonard’s lexicon, house has a locative feature (i.e., the primary feature 2) and so one interpretation of the NS council house is paraphrased as: a house for or containing the council
.

Unlike in SENS, the ordering of these rules is important and much discussion in Leonard (1984) is devoted to discovering the optimal ordering.  Only the first interpretation is considered to be correct or incorrect, although the program will provide as many interpretations as are found.  An experimental approach was taken to determine the order of the rules; the order maximizes the number of first interpretations which are also the most likely.  In doing so, it sacrifices the correct interpretation for a small number of NSs.  For example, the NSs paraffin candle and paraffin cooker both meet the search for a material modifier (test 2), yielding as most likely the interpretations a candle made of paraffin and a cooker made of paraffin, respectively.  In the case of paraffin cooker, the NS also meets the conditions of a search for a related verb (test 4), but the most likely interpretation has already been determined, and so the correct interpretation, namely a cooker which cooks by means of paraffin, which uses a related verb, remains less likely than the material interpretation.

Leonard says that: 

‘ideally, all the interpretations offered should be correct. The Analysis procedure gives the interpretations in what is hoped to be the best order. A number of them are wrong, but the Analysis procedure usually succeeds in yielding these as subsequent and therefore less likely interpretations’ (Leonard 1984, p.141). 

The alternative to rule ordering that Leonard did not explore is to order the possible interpretations according to the degree of success of applying the test. This requires the tests to return scaled values, as SENS does, rather than true or false.

 Leonard presents significant amounts of detail on the results of her program.  The test corpus, 445 noun sequences, is a subset of the original corpus of 1944 noun sequences. Leonard reports an overall success rate of 76% correct interpretations. It is unfortunate that this program cannot be tested on random text, i.e., text that has not been preprocessed by handcoding the necessary semantic information in the lexicon.  In particular, the evaluation of the program does not control the possibility that the semantic features in the lexicon anticipated the noun sequences to be interpreted.  The verbs which are associated with a noun, ‘covert verbs’ in Leonard’s terminology, seem to have been dictated by the NSs in the test corpus; the noun master has the verbs controls and teaches associated with it.  But in fact, master collocates not only with these verbs, but also with others which have not been included in Leonard’s lexicon, e.g. plays (as in chess master).   

3.3.4  Parallel vs. serial algorithm

In Leonard’s system, the likelihood of an NS interpretation is determined by the ordering of the rules and so the interpretations are evaluated serially.  The result of each rule application is either true or false; the degree to which the rules are satisfied is not expressed.  

For example, by ordering the ‘search for a material modifier’ ahead of the ‘search for a related verb’, the most plausible interpretations of both silver pen and ink pen must be the same material relation, given that both silver and ink are materials (primary feature 3 in Leonard’s lexicon).  There is no distinction between the likelihoods of the interpretation of silver pen as a pen which is made of silver, versus the interpretation of ink pen as a pen which is made of ink.  However, the dictionary definitions of pen, silver, and ink, show that the degree to which silver is likely to be a material of pen is greater than the degree to which ink might be a material of pen.  Silver is quite likely to be a material of pen, given that silver is a metal (according to (66)) and that a pen has a piece of metal as one of its parts (according to (65)).  The definitions do not show any material relation between pen and ink; the basis for a material relation is only that the hypernym of ink, namely liquid, is +MATERIAL.

(65)  pen (L n,2):  ‘an instrument for writing or drawing with ink, esp. a thin short piece of wood, with a thin pointed piece of metal (NIB) at one end which is dipped into the ink’

(66)  silver (L n,1):  ‘a soft whitish precious metal that is a simple substance (element), carries electricity very well, can be brightly polished, and is used esp. in ornaments and coins’

(67)  ink (L n,1):  ‘coloured liquid used for writing (or drawing)’

The score for a ‘What are its parts?’ relation for silver pen is 7; SENS provides the following correct paraphrase for silver pen: a pen which consists of silver.

These definitions do, of course, support a plausible relation between pen and ink based on the ‘search for related verb’.  The definition of ink (L n,1) in (67) shows that ink is related to the two verbs write and draw and that ink fills an instrumental role in these verbs.  Therefore, in SENS, the most likely interpretation, with a score of 6, for the NS ink pen can be paraphrased as: a pen that writes or draws with ink.

In contrast to Leonard’s rule ordering, the likelihood of an NS interpretation in SENS is determined by the highest score for the corresponding rule application.  One might have tried to order the rules in SENS according to the weight associated with each of the rules; however, the rule weight is only part of the overall score of a rule application, the other part being the weight returned by the matching procedure.  As was demonstrated in section 3.1.5.1, a rule application in which the rule has a relatively high weight may nonetheless have a low score overall if its match weight is very low, and a rule application in which the rule returns a relatively low weight could have a high overall score if its match weight is particularly high.  It is therefore impossible to order the rules a priori according to their weight.  Given that all of the rules must be applied before we know which interpretation has the highest score, the algorithm in SENS effectively evaluates the possible interpretations in parallel.

The problem with rule ordering is aggravated when more than one sense of each noun is considered.  In Leonard’s lexicon, pen[1] is the writing implement and pen[2] is the enclosure for keeping animals in.  By ordering a ‘search for a related verb’ ahead of a ‘search for a locative’, the first and most plausible interpretation of the NS bull pen is ‘a pen[1] that a bull or bulls writes something with’.  Less likely is the correct locative interpretation ‘a pen[2] for or containing a bull or bulls’.  The dictionary definitions in LDOCE, however, do provide evidence for a strong locative interpretation, and no evidence for a related-verb relation between pen and bull.  Pen is defined in (68) to be a location (its hypernym is land), which has a purpose of keeping animals in.  The first sense of bull, ‘the male form of cattle’, can be linked to animal because the hypernym of bull (L n,1) is cattle which, in turn, has a hypernym animal (cattle (L n,1)).  The second sense of bull, ‘the male of the elephant or other animals’, can immediately be linked to animal because in (70) its hypernym is animal.  Thus, SENS produces a ‘What is the location for?’ relation as the most plausible interpretation, with a score of 8 (versus a score of 4 for the ‘related verb’ interpretation).  The ‘What is the location for?’ interpretation of bull pen can be paraphrased as: a pen which is for the purpose of keeping bulls in.

(68) pen (L n,1):  ‘a small piece of land enclosed by a fence, used esp. for keeping animals in’

(69) bull  (L n,1):  ‘the male form of cattle, supposed to be fierce and hard to control, kept on farms to be the parent of young cattle’

(70) bull (L n,4):  ‘the male of the elephant and certain other large land or sea animals’

Again, we must conclude that the most important factor in evaluating NS interpretations is the degree to which there is a match between the nouns in the NS and values of semantic attributes, and not so much the presence or absence of semantic attributes.

3.3  Conclusion

In this chapter, we presented SENS, which is a system for interpreting NSs in unrestricted text.  Processing unrestricted text has at least two corollaries: word senses cannot be determined prior to the analysis; and the scale of a broad-coverage lexicon prohibits hand-coding of the lexical entries.  With these parameters given, the best algorithm for SENS is a rule application in which each of the general rules is applied before the best interpretation can be determined, and those rules access semantic information which has been automatically extracted from an on-line dictionary.

The description of the SENS algorithm focused on the method for applying its general rules to the senses of the head and modifier nouns.  We described how the rules can be grouped according to whether they test semantic attributes on the head, the modifier, or the deverbal-head.  Head-based rules apply to each of the senses of the head noun and they compare the value of the head attributes to the modifier noun; modifier-based rules apply to each of the senses of the modifier noun and they compare the value of the modifier attributes to the head noun; and deverbal-head rules apply to each of the senses of the verb related to the head and they compare the value of the deverbal-head attributes to the modifier noun.  The result of applying these rules is a score, which is computed based on the weight associated with each individual rule and the weight returned by the matching procedure.  The rule score, therefore, reflects not only that a particular rule applied, but also the degree to which that rule was satisfied.  Only after all of the rules have applied can the highest score be determined, and so the most likely interpretation of the NS.

Each general rule can be considered to be a description of the configuration of semantic features and attributes on the nouns which provides evidence for a particular NS interpretation.  We have seen that the level of semantic information that is available from on-line dictionaries is rich enough to support an analysis of NSs according to the SENS classification proposed in Chapter 2.  The on-line dictionary even provides, in a systematic way, information concerning the verbs which are typically associated with a given noun and the relation which holds between them.  With this level of semantic information, equivalent to Finin’s role nominals, SENS can provide NS interpretations which are more specific than the general NS classes, and which cannot be enumerated in the absence of the nouns in the NS, thus approximating Downing’s observation that the semantic relations between the members of an NS cannot be characterized as a finite list.  

The overview of the general rules has also produced the list of semantic features and attributes which are needed in order to provide the most likely interpretation of an NS.  Automatic identification of these features is central to the success of SENS, but up to this point, we have only given some indication of how this might be done.  Now that we know which semantic features and attributes are required by SENS, we can turn to a discussion of how this semantic information can be automatically identified in on-line dictionaries.  Chapter 4 will describe SESEMI, the system for extracting semantic information.

4  SESEMI : the System for Extracting SEMantic Information

Most NLP systems that claim to provide text-understanding rely on hand-coded semantic information.  The subclassification and detail of this semantic information vary from system to system and from task to task.  As long as this semantic information has to be hand-coded, these NLP systems will have a limited domain, which will make it more difficult to compare systems and to test hypotheses of what an adequate and sufficient set of semantic relations must be.

Because the goal of SENS is to understand NSs from unrestricted text, we can no longer rely on hand-coded information because it has proved too difficult and time-consuming to hand-code information in a consistent manner for unrestricted text.  In order to ensure that SENS, or any NLP system, is not limited in its coverage due to lack of semantic information, we should utilize the largest body of information at the word level that is available today: on-line dictionaries.

In this chapter, I will describe SESEMI, the System for Extracting SEMantic Information.  SESEMI processes the definitions in on-line dictionaries to provide semantic information, following an approach suggested in Jensen and Binot (1987).  I will focus on extracting the semantic relations that are required for SENS, but it should be clear that the method presented for extracting semantic relations from on-line dictionaries can be adapted to identify any semantic relation which is regularly conveyed in a dictionary.  For example, a question-answering application often requires information on what events/actions are entailed by a particular verb.  SESEMI could provide the information that snore entails sleep from the definitions of:

(71)  snore (L v): ‘to breathe heavily and noisily through the nose and mouth while asleep’ 

(72)  asleep (L a,1): ‘sleeping’  

This information would allow the question is he sleeping? to be answered in the affirmative if the text included information that he is snoring (see, for discussion on entailment, Fellbaum 1990; pp. 283 ff.).

Before describing SESEMI, we should discuss briefly what type of information is already available in the dictionary and what we hope to add.  Next, there will be a brief review of the existing literature on identifying semantic information in on-line dictionaries.  The decision to parse the dictionary definitions and then to extract the semantic information from the syntactic analysis is not uncontroversial, as we will see; in particular the use of a broad-coverage grammar for this purpose should not be taken for granted.  The literature review will therefore consider what the position of each published system is with respect to parsing the definition text.  

SESEMI makes use of the syntactic analysis that is provided by MEG, the Microsoft English Grammar.  A section will be devoted to a description of MEG, with emphasis on the characteristics that make it a good tool for SESEMI.  With an understanding of the syntactic analysis provided by MEG, we can then describe how SESEMI identifies semantic relations.  This will be followed by more discussion of how SESEMI uses the information provided by MEG, both syntactic and functional, to identify very rich semantic information from the definitions.

Finally, the purpose of SESEMI is to provide an NLP system with the semantic information it needs to perform certain tasks.  The task in this thesis is to provide an interpretation for an NS.  This same semantic information has proven useful for disambiguating prepositional and verbal phrase attachments.  In the proposal for future work, we will see that the semantic information initially identified by SESEMI can also improve the syntactic analysis of coordination, which can then be used by SESEMI to improve the quality of the semantic information it identifies.

4.0.1  A dictionary entry

The contents of an on-line dictionary are unfortunately not immediately accessible.  Each publisher has their own scheme for marking the electronic form in which their dictionary is available.  Various techniques for rendering the on-line information accessible to a particular NLP system have been described in detail (Byrd et al. 1987 and Boguraev and Briscoe 1989).

The Longman Dictionary of Contemporary English (henceforth LDOCE) is the main source of dictionary information for this study, and occasionally definitions in the American Heritage Dictionary, Third Edition (henceforth AHD3) will be used in addition to definitions in LDOCE.  In what follows, we will call the word for which the definition is being processed the headword; the information associated with a particular headword an entry; the information associated with each sense of the headword a sense entry; and the definition text of the sense will be called simply the definition.  I will indicate the source dictionary texts using these abbreviations in parentheses: L = LDOCE, A3 = AHD3; part of speech, n = noun, v = verb, a = adjective; where necessary, the sense number will be noted.

For the purposes of our NLP system, very few modifications to the actual text of the definitions and example sentences were made.  Senses that included sub-senses were expanded.  The tape version of sense 2 in LDOCE of field in (73a) has 4 sub-senses; in the dictionary for our system, this has been expanded to four separate sense entries, shown in (73b). 

(73a) field (L n,2):  ‘(usu. in comb.) any open area where  a  the stated game is 



played  b  the stated substance is MINEd  c  the stated activity is 





practiced  d  the surface is of the stated kind’

(73b) field (L n,2a): ‘any open area where the stated game is played’

        field (L n,2b): ‘any open area where the stated substance is mined’

        field (L n,2c): ‘any open area where the stated activity is practiced’

        field (L n,2d): ‘any open area where the surface is of the stated kind’

Non-text characters, e.g., typesetting codes and cross-references, were taken out of the text.  In (74a), the tape version of the definition of terminal (L a,1), the superscripted number indicates that the first homonym of term is the relevant entry, and the number in parentheses, (1), indicates that the relevant sense is the first sense entry for term.  (74b) shows the definition for the purposes of our NLP system.  The homonym and sense number cross-references have not been lost; they have been stored in special attributes in the sense entry.

(74a) terminal (L a,1): ‘tech for the TERM1 (1); of or happening at the end of a TERM1 (1)’

(74b) terminal (L a,1): ‘for the term; of or happening at the end of a term’

4.0.2  Genus and differentia

Within the definition, a distinction can often be made between the genus and the differentiae.  The genus term, or Hypernym, is the superordinate of the defined sense; the defined word is ‘a kind of’ the genus.  Consider the definition in (75):

(75) flounder (L n): ‘a type of small flat fish, used as food’.


In this definition, fish is the genus term of flounder, in other words, a flounder is a kind of fish.  Within the field of NLP at large, two methods are being used to identify genus terms automatically: pattern matching at the string level (Chodorow et al. 1985) and at the level of syntactic analysis (Klavans et al. 1993), both of which seem to yield equally promising results.

The differentiae are essentially all other elements of the definition except for the genus term.  The differentiae serve to distinguish words which have the same genus term.  Compare the definition of flounder above with that of salmon:

(76a) salmon (L n,1): ‘a type of large fish of the northern oceans with silvery skin and yellowish-pink flesh, which swims up rivers to lay its eggs’.

Both flounder and salmon have the genus term fish, but they can be distinguished by the differentiae.  For flounder these are: small, flat and used as food.  For salmon, they are: large, the location northern oceans, with silvery skin and with yellowish-pink flesh, and the associated verbals swim up river and lay eggs.  Roughly, these differentiae fall into the classes size, shape, location, has-part, and typical behavior or uses.  It is very important to notice that the definitions do not exhaustively include all possible differentiae.  For example, there is no indication of the location of flounder, while the fact that salmon are used as food is only found in the second definition of salmon:

(76b) salmon (L n,2): ‘the pink flesh of this fish, valued as very good-tasting’

Little theoretical work has been done to determine the set of possible differentiae that can be identified in a definition.  In fact, Fass (in Fass 1989) remarks that as far as identifying the differentiae and organizing that information into a list of properties is concerned ‘such demands are beyond the abilities of the best current extraction techniques’ (Fass 1989, p.227).  In what follows, I will show that it is possible to identify the differentiae and to classify these into specific semantic relations; currently, only those required by SENS are identified - approximately 20 relations.

4.0.3  Semantic relations

A semantic relation associates a specific word sense with word(s) extracted automatically from the dictionary, and those words may be further specified by additional relations.  The values of the semantic relations, therefore, have more content than binary features.  The relations are also not semantic primitives but rather representations of implicit links to other semantic frames.

The collection of semantic relations and features is called a semantic frame.  For each sense entry in which semantic relations and/or features were identified in the definition, there is a semantic frame.

Except for a commitment to the theoretical notion that a word has distinguishable senses, the semantic frames are intended to be theory-independent.  The semantic frames presented here correspond to a description of the semantic frames produced by the lexicon-producer (as described in Slator 1989, pp. 217-220) and so can be the input to a knowledge-based parser.  More generally, this process of identification results in the construction of a Lexical Knowledge Base to be used as a component for any NLP system.

An example of a semantic relation is LOCATION-OF.  As will be described in detail in section 4.3.2, the semantic relation LOCATION-OF can be identified automatically from the syntactic analysis of the definition of market: 

(77) market (L n,1): ‘a building, square, or open place where people meet to buy and sell goods, esp. food, or sometimes animals’

The graphic representation in Figure 63 can be described as: the headword is just above the box which includes, to the left, the semantic relation name and, to the right, the value of the semantic relation.  These boxes are nested as the values themselves are further specified.
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Figure 63.  Partial semantic frame for the definition of the noun market (L n,1)

Although the values of the semantic relations are not yet disambiguated according to their senses, the semantic frame includes as much information as the definition that is being analyzed provides (see Guthrie et al. (1992) for a discussion of disambiguating hypernyms).  This additional information, in some cases, will make it possible to disambiguate a word.  For example, the entry for sell has seven senses in LDOCE.  When the value of the HAS-OBJECT relation in Figure 63 (goods, food, animal) is compared with the HAS-OBJECT relations for each of the 7 senses of sell, the closest match is found for sense 2, in (78), because its HAS-OBJECT relation is (property, goods).  In this way, the word sell in the definition of market can be disambiguated so that it refers specifically to sense 2 of sell.

(78) sell (L v,1): ‘to give up (property or goods) to another for money or other value’

The system of semantic relations created by SESEMI is close in nature to that of Relational Semantics, considering the focus on lexical items as the units of analysis. 


Relational semantic analysis differs from semantic decomposition primarily in taking lexical items, rather than hypothetically irreducible meaning atoms, as the smallest unit of analysis.  Thus, relational analysis has the advantage that its units can be thought of as entries in speakers’ mental dictionaries (Fellbaum 1990, p. 281).


Some of the predicates of semantic decomposition e.g. move or change, are found in the network of semantic relations, primarily as hypernyms.  WordNet is the on-line lexical database constructed by Miller et al. within the framework of Relational Semantics.  WordNet, and the sense frames created by SESEMI, ‘characterize the verbs of change not by the presence of a semantic component CHANGE, but rather by a semantic relation to the verb change’ (Fellbaum 1990, p. 282).    

Miller et al. note that ‘there is some reason to believe that the definitions found in most standard dictionaries do not meet [the requirements of a constructive theory]’ (Miller et al. 1990, p. 240).  The representation of a constructive theory ‘should contain sufficient information to support an accurate construction of the concept (by either a person or a machine)’ (ibid.).  Since the semantic relations that can be identified for any word are limited by how the definitions have been formulated, the semantic analysis that SESEMI provides fits not within a constructive theory, but rather within a differential theory, which requires only that there should be enough information in the definition to distinguish one concept from another.  While it is not the case that the computer already has a concept for which it must find the correct word form (the situation for which a differential semantic analysis is most appropriate), a differential, relational analysis does seem to be adequate for the task of disambiguating NSs and determining the appropriate attachment of PPs and other constituents.

4.1  Previous work on on-line dictionaries

There are many studies of how to extract semantic information automatically from on-line dictionaries.  Some authors focus on the structure of the dictionary entry itself (Boguraev and Briscoe 1989), others focus on how to extract semantic information from the definition strings and example sentences (Markowitz et al. 1986, Jensen and Binot 1987, and Wilks et al. 1989).  One main issue in automatic extraction of semantic information is whether or not the text of the dictionary entry must be parsed.  We will see that parsing the dictionary text becomes more necessary the more detailed the semantic information is required to be.

4.1.1  Amsler

One of the earliest works on Machine Readable Dictionaries (MRDs) is Amsler’s dissertation, ‘The structure of The Merriam-Webster Pocket Dictionary’ (Amsler 1980).  Amsler focuses on creating a database of taxonomic information from MRDs.  Genus terms in the Merriam-Webster Pocket Dictionary were manually identified and assigned a sense number.  Under the heading ‘Future Work and Speculation’, Amsler discusses a grammar for dictionary definitions.  Having developed a grammar for ‘a dozen difficult definitions’, Amsler concludes that ‘it works well enough to provide a tentative conclusion that very strong syntactic defining formulas [Olney 1967] are indeed being used in the dictionary and that a purely syntactic grammar can be developed to perform this task’ (Amsler 1980, p. 109).

Amsler’s discussion anticipates many of the issues which continue to confront researchers in computational lexicography: correct identification of the genus term based on a semantic notion rather than simply the syntactic head of the definition; the method for identifying primitives, for which it is not possible ‘to write a definition explaining a word’s meaning without using another member of some small set of near synonymous words’ (ibid., p. 95); genus terms based on an ISA hierarchy or part-of hierarchy; identification of case-arguments, e.g. instrument, manner, agent; and the identification of partitives and collectives.  In some sense, all of the authors to be discussed below are realizing, to the degree that they can with the tools available to them, what Amsler described as possible in his dissertation.

4.1.2  Chodorow, Byrd and Heidorn

Chodorow et al. (1985) describe heuristic procedures that automate the identification of genus terms in noun and verb definitions, which was done by hand in Amsler’s thesis.  Their work is based on the observation that ‘the genus term for verb and noun definitions is typically the head of the defining phrase’, thus reducing ‘the task to that of finding the heads of verb phrases and noun phrases’ (Chodorow et al. 1985, p. 300).  

Chodorow et al. report approximately 100% accuracy for identifying the genus terms in verb definitions.  The following simple heuristic was used: 

the head is the single verb following the word to.  If there is a conjunction of verbs following to, then they are all heads (Chodorow et al. 1985, p. 301).

Approximately 98% accuracy is reported for identifying the genus terms in noun definitions.  The heuristic is more complicated and involves, first, finding the substring which contains the genus term by identifying the left and right boundaries of the noun phrase.  In addition, conjoined heads are identified, as well as possible ‘empty heads’, ‘words like one, any, kind, class, manner, family, race, group, complex, etc.’ (ibid., p. 301).

They note that they ‘were able to take advantage of the fact that dictionary definitions are written in a special and predictable style, and that their analysis does not require the full power of an analyzer for general English’ (ibid.).  As we will see later, this is true only for the extraction of genus terms; when more complex semantic information is needed, indeed a full analysis of the definitions texts will be required.

4.1.3  Markowitz, Ahlswede and Evens

Markowitz et al. (1986) focuses on describing defining formulae, ‘significant recurring phrases’ (Markowitz et al. 1986, p. 113) in Webster’s Seventh New Collegiate Dictionary (henceforth W7).  They present defining formulae that find taxonomy (i.e. genus terms) and set-membership relationships, recognize nouns that ordinarily represent human beings, and identify active and stative verbs and adjectives.  Although they mention having parsed adjective definitions in W7 using Sager’s Linguistic String Parser  (LSP) (Sager 1981), the focus of the paper is on describing the formulae themselves rather than on the actual implementation of these formulae (and so no accuracy information is provided).

For identifying a taxonomic relationship, ‘the taxonomic superordinate of the noun being defined is the head noun of the NP immediately following Any’ (Markowitz et al. 1986, p. 113).  In this way, radical in (79), and material in (80), can be identified as taxonyms (or, Hypernyms)of the nouns alkyl and ammunition respectively.

(79)  alkyl (W7 n,1b): ‘any univalent aliphatic, aromatic-aliphatic, or alicyclic hydrocarbon radical’.

(80)  ammunition (W7 n,2): ‘any material used in attack or defense’.

Some other defining formulae and what they identify are:

SYMBOL 183 \f "Symbol" \s 12 \h
a member of:  member-set relationship, in general also human;
SYMBOL 183 \f "Symbol" \s 12 \h
one that:  generic agent;
SYMBOL 183 \f "Symbol" \s 12 \h
one (...):  scientific name of the noun being defined;
SYMBOL 183 \f "Symbol" \s 12 \h
the act of:  object gerundive is an active verb;
SYMBOL 183 \f "Symbol" \s 12 \h
({as} NP):  typical instantiation of case arguments of a verb;
SYMBOL 183 \f "Symbol" \s 12 \h
containing:  in adjective definitions, cannot modify animates;
SYMBOL 183 \f "Symbol" \s 12 \h
of or relating to:  in adjective definitions, stative adjective;
SYMBOL 183 \f "Symbol" \s 12 \h
being:  in adjective definitions, active adjective.

Markowitz et al. conclude that W7 contains a wealth of implicit information and that defining formulae can help to make what is implicit explicit.

4.1.4  Ahlswede and Evens

Ahlswede and Evens (1988) are the first to compare parsing and text processing, i.e., string pattern matching, for the purpose of identifying semantic information in an on-line dictionary, W7.  They attempt to answer the question ‘how justified is this avoidance’ of parsing the dictionary (Ahlswede and Evens 1988, p. 218).  Ahlswede and Evens attempt to identify all the semantic relations that can be expressed as semantic triples.  This includes genus term identification, e.g. funny SYN amusing (funny is a synonym of amusing), build TAX form (to build is a kind of to form), but also semantic information other than genus terms, e.g. driveshaft PART engine (a driveshaft is a part of an engine).

In order to evaluate the success of parsing, Ahlswede and Evens used Sager’s LSP (Sager 1981).  According to the authors, LSP ‘is not exceptionally fast - a fact which should be taken into account in evaluating the performance of parsers generally in dictionary analysis’ (Ahlswede and Evens 1988, p. 218).  Because computer technology has advanced tremendously since 1988, one cannot compare the parse times that Ahlswede and Evens give to the parse times possible today.  What is important, however, is that the speed of parsing does influence the perception of how feasible it is to extract semantic information from parsed definitions; although, in fact, a parser would still be faster than hand-coding even if it took more than a week to parse the definitions.  The main advantage of efficient parsing algorithms is that new patterns for identifying existing semantic relations and new semantic relations can be tested, and improved, quickly.

Another point where parsing was perceived negatively with respect to text processing is that eight person-months were spent developing and testing the LSP definition grammar, compared to the four weeks that it took to develop the text processor, i.e. string pattern matcher.  This is because Ahlswede and Evens did not use LSP’s full English grammar, but rather developed separate LSP grammars for adjective, noun and verb definitions.  In addition, the grammar produced multiple parses, which had the undesirable effect of creating duplicate relational triples (ibid., p. 219).

In order to evaluate the success of text processing, Ahlswede and Evens initially made use of UNIX text processing utilities such as grep and awk.  These utilities were used to perform string pattern matching on the input (a dictionary definition), e.g., to identify the first word after to as the head word in intransitive verb definitions (see Chodorow et al. 1985). They accepted some hand-editing in order to omit the occasional PP or postnominal construction.

 Fox et al. (1988), who report on the same project as Ahlswede and Evens (1988), also allow manual intervention in order to improve computer processing time.  It is unfortunate that they did not document the amount of hand-editing that was necessary for the small subset of the dictionary they worked with; the amount of time for hand-editing needs to be extrapolated over processing the entire dictionary in this way, and it may prove as time-consuming as they claim parsing to be.

These utilities, however, were not found to be adequate for identifying the head word in noun definitions.  In order to better identify those head words, Ahlswede and Evens developed a set of tools based on Chodorow’s Head Finder, including a tagged vocabulary, a morphological analyzer (Mayer 1988), and a head finding algorithm.  The development of these tools took four weeks (which compares favorably against the eight months spent on the parser).  The authors say that ‘the result of all this effort is a rudimentary parsing system, in which the tagged vocabulary is the lexicon, the tagging program is the lexical analyzer, and the head finder is a syntax analyzer using a very simple finite state grammar of about ten rules.  Despite its lack of linguistic sophistication, this is a clear step in the direction of parsing’ (Ahlswede and Evens 1988, p. 221).  

Ahlswede and Evens conclude that this set of tools, still essentially string pattern matching, performs better for identifying relation triples than parsing with the modified LSP grammars.  They describe several factors which would tip the scales in favor of parsing.  First, parsing would have to be faster; and certainly parsing technology has advanced considerably since 1988.  They hypothesize that ‘at least part of the slowness of the LSP is due to the completeness of its associated English grammar, perhaps the most detailed grammar associated with any natural language parser’ (Ahlswede and Evens 1988, p. 221).  There is, however, nothing to substantiate this claim, esp. in light of parsers which have at least the coverage of LSP, e.g., MEG, but parse a 15-word sentence in seconds and not minutes.

Secondly, for parsing to be useful, a parser should return partial parses of difficult definitions.  ‘LSP’s detailed grammar failed to parse about a third of the definitions it was given.  A partial parse capability would facilitate the use of simpler grammars’ (ibid., p. 222).  (But the suggestion that this would result in simpler grammars again is unfounded.  Given that a noun grammar is used to parse noun definitions, how will the noun grammar be able to assign a partial parse to, e.g., a verb phrase that occurs in the definition of a noun?)  Last, a parser must be able to handle ill-formed input (mainly typographical and spelling errors).  We will see in section 4.2 that the syntactic analyzer used in this thesis meets all of the above-mentioned requirements.

In fact, Ahlswede and Evens only argue against using parsers as an efficient way of extracting relation triples.  Beyond relation triples, ‘a “real” parser generates a parse tree containing a wealth of structural and relational information that cannot be adequately represented by a formalism such as word-relation-word triples, feature lists, etc.’ (ibid p. 222).  In Evens’ paper ‘Computer-Readable Dictionaries’, she again states that ‘to obtain relatively subtle semantic information, the lexical entry must be parsed’ (Evens 1989, p. 87), citing Ahlswede and Evens as proof.  The real conclusion we should draw, therefore, is that parsing is better than applying string pattern matching to a dictionary entry, when the goal is to extract subtle semantic information.

4.1.5  Jensen and Binot

Jensen and Binot (1987) is central to this thesis, both for its approach to extracting semantic information from on-line dictionaries and for its approach to handling semantic ambiguity.

Jensen and Binot (1987) describe a set of computational tools and techniques used to disambiguate prepositional phrase (PP) attachments by accessing on-line dictionary definitions.  Their position on where to acquire semantic knowledge is clear: ‘Standard on-line dictionaries offer a wealth of knowledge expressed in natural language form.  We claim that such knowledge can and should be accessed by natural language processing systems to solve difficult ambiguity problems’ (Jensen and Binot 1987, p. 251).  Most often, in other approaches, difficult NLP problems are handled by creating the hand-coded information necessary to support a system that can deal with the problem.  Jensen and Binot argue that ‘we already have volumes of hand-coded natural language information in our reference books - dictionaries and encyclopedias’ (ibid., p. 251). 

In order to establish the correct analysis of PPs, semantic information beyond genus terms is required.  Consider the sentence: he ate a fish with a fork.  The ambiguity is whether the PP with a fork modifies ate or fish.  We can see this in the parse tree in Figure 64.  In this parse tree, the PP1 (with a fork) modifies NOUN1 (fish); the question mark indicates the alternate point of attachment, namely VERB1 (ate).
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Figure 64.  PEG parse tree for a syntactically ambiguous sentence, 

I ate a fish with a fork (Jensen and Binot 1987, p. 252).

The question that is relevant for deciding the correct attachment is this: ‘is it more likely that a fork is associated with a fish or with an act of eating?’ (Jensen and Binot 1987, p. 253).  The answer to this question will be provided by a set of heuristics specific to the preposition with, which rely on semantic dictionary information for the words eat, fish and fork.  The heuristics for with will be checking for the comparative likelihood of (a) an instrument relation between fork and a verbal head, and (b) a part-of relation between fork and a nominal head.

Jensen and Binot describe the following tools that are necessary in order to identify such semantic relations as INSTRUMENT and PART-OF:

SYMBOL 183 \f "Symbol" \s 12 \h
a tool to parse dictionary definitions and example sentences;
SYMBOL 183 \f "Symbol" \s 12 \h
a tool to extract the semantically relevant information from the definitions and examples;
SYMBOL 183 \f "Symbol" \s 12 \h
a tool for looking up the definitions of related words: superordinate words or ancestors (hypernyms), subordinate words or descendants (hyponyms), and same- level words (synonyms and antonyms);
SYMBOL 183 \f "Symbol" \s 12 \h
the robustness necessary to cope with the many potential errors or format variations which can appear in a man-made dictionary (Jensen and Binot 1987, p. 252).

PEG is their tool for parsing dictionary definitions and example sentences.  PEG is a broad-coverage computational grammar of English (Jensen 1986).  Although dictionary definitions rarely form complete sentences, PEG handles this by ‘setting a switch indicating that the input should [be] parsed as an NP, or as a VP, rather than as a complete sentence’ (Jensen and Binot 1987, p. 255).

The tools to identify the semantically relevant information are called ‘patterns’.  Jensen and Binot describe a declarative language for specifying the patterns to be applied to PEG parse trees.  ‘An expression in the pattern language will describe a target node by enumerating constraints that this node must satisfy’ (ibid., p. 255).  With regard to whether it is necessary to parse the dictionary definition, Jensen and Binot state: 

‘a string level pattern matching mechanism will not do.  Consider for example the PARTOF pattern part of.  What we really need to find is the head of the PP introduced by of and attached to the noun part.  This clearly requires us to be able to handle the syntactic structure of the definition’ (Jensen and Binot 1987, p. 255).  

This observation confirms that of Ahlswede and Evens, namely, that subtle semantic information (i.e. beyond genus terms) requires a syntactic analysis of the definition.  

The tools for looking up related words are not described in their paper.  The issue of robustness is discussed only briefly in terms of developing a declarative language for specifying the patterns which would ensure that ‘changes can always be easily incorporated into the system’ (Jensen and Binot 1987, p. 255).

The directions that are outlined in this paper have been pursued by Ravin (1990) for preposition sense disambiguation and by Vanderwende (1990) for the disambiguation of verbal phrase attachments.  The semantic relations and features used in these studies illustrate the wide range of semantic information that can be automatically identified in on-line dictionary definitions.  This also illustrates the success of the approach that first parses the definition and then applies patterns to the syntactic analyses.  

The semantic relations and features that are required to carry out the preposition sense disambiguation discussed in Ravin (1990) are: 

(81) INSTRUMENT, BODYPART, SUBSTANCE, HUMAN, ANIMATE,
MANNER, INTENTION, SOUND, MOTION, FEELING, ATTITUDE, STATE,
MARKING, COVERING, AFFLICTION, PHRASAL, CAUSATIVE.

The semantic relations that are required for the disambiguation of verbal phrase attachment discussed in Vanderwende (1990) are: TYPICAL-SUBJECT and TYPICAL-OBJECT.  

4.1.6  Alshawi

Alshawi (1989) discusses another method for parsing the definitions in LDOCE, which addresses his main concern that a parser should be able to produce a partial parse of the input.  ‘A characteristic of the mechanism used [...] is that it depends on a hierarchy of phrasal analysis patterns in which more specific patterns are dominated by less specific ones’ (Alshawi 1989, p. 163).  The most general pattern is matched first, and only then are more specific phrasal analysis patterns applied.  According to Alshawi, ‘this ensures that reasonable incomplete analyses can be produced when more detailed analyses are not possible’ (ibid., p. 164).  It should be noted that a major drawback of this approach is that the grammar is only for dictionary definitions; it cannot be used to analyze free text and it is not clear how well it will analyze definitions in dictionaries other than LDOCE.

Semantic frames, or semantic structures (Alshawi’s term), are produced by ‘basically a simple process of fleshing out templates provided by the semantic structure building rules using variable bindings generated by the matching algorithm’ (ibid., p. 164).  These structures have ‘some properties of a linguistic analysis of definition texts and some properties of a semantic definition of word sense concepts; their gross syntactic form is that of nested feature lists’ (ibid., p. 156).  

An example of a semantic structure which has the properties of the linguistic analysis is that for launch (L v,2).  For example, the attribute ADVERBIAL represents the syntactic analysis; the attribute ADVERBIAL does not have semantic significance.

(launch)

(to send (a modern weapon or instrument) into the sky or space by means of 



scientific explosive apparatus)

((CLASS SEND)

   (OBJECT 

     ((CLASS INSTRUMENT) (OTHER-CLASSES (WEAPON))

          (PROPERTIES (MODERN))))

   (ADVERBIAL ((CASE INTO) (FILLER (CLASS SKY))))

Figure 65. Alshawi’s semantic structure of launch (L v,2) (Alshawi 1989, p. 158)

An example of a semantic structure which reflects more semantic properties of the word sense is given for the definition of hornbeam (L n,1).  The attribute HAS-PART has significance semantically; it is a semantic interpretation of the syntactic PP with hard wood.

(hornbeam)

(a type of small tree with hard wood, sometimes used in HEDGEs)

((CLASS TREE)

   (COLLECTIVE TYPE) (PROPERTIES (SMALL))

   (HAS-PART ((CLASS WOOD) (PROPERTIES (HARD)))))

Figure 66. Alshawi’s semantic structure of hornbeam (L n,1) (Alshawi 1989, p. 

158)

These semantic structures can easily be compared to the semantic frames proposed in this thesis.  They are similar in that both have nested structures, which try to capture as much semantic information as the definition provides.  They are different in the amount of linguistic analysis found in the semantic structure.  In Alshawi’s work, syntactic information, such as ADVERBIAL, is found in the semantic frame.  In SESEMI, only semantic information is included in the semantic frame.  When the structural patterns do not provide an interpretation of the syntactic information, then no information will be added to the semantic frame, even if an analysis was found.  Compare the semantic frame below produced by SESEMI for launch (L v,2) to that of Alshawi’s in Figure 65 above.  The words sky and space are the value of the semantic relation LOCATED-AT, rather than the value of the syntactic attribute ADVERBIAL in Alshawi’s analysis.  In addition, SESEMI identified an attribute MEANS with apparatus as its value. 
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Figure 67. Semantic frame for launch (L v,2) produced by SESEMI

4.1.7  Slator

Slator (1989) also proposes using a grammar specifically designed to handle definitions in LDOCE, a grammar of ‘Longmanese’.  Slator’s grammar consists of context-free rules, which are augmented only ‘to suppress certain frequently occurring misinterpretations (for example, comma separated nouns as two individual noun phrases)’ (Slator 1989, p. 219).  Of interest is Slator’s claim that ‘with certain minor exceptions, no procedure associates constituents with what they modify.  Hence, there is little or no motivation for assigning elaborate or competing syntactic structures, since the choice of one over the other has no semantic consequence (Pulman 1985)’ (ibid, p. 219).  This may be true when only genus terms are considered, which is Slator’s focus.  However, as we will see in section 4.4, there is evidence that the syntactic structure of the definitions indeed has semantic consequence when the differentiae are considered.

The genus terms that Slator’s parser identified were further processed in order to find the correct sense of the genus term.  ‘The Genus Disambiguator [...] takes as input the subject codes (pragmatic codes) and box codes (semantic category codes) of the headword, [...], and the spelling form of the genus word which has been identified by the parser described above.  The output is the correct sense of the genus word’ (Guthrie et al. 1990, p. 140).  This procedure was refined in Bruce and Guthrie (1992), by revising the hierarchy of semantic codes and of pragmatic codes provided by LDOCE and by weighting the importance of semantic and pragmatic code matches between the headword and the genus word.  

SESEMI, currently, does not provide disambiguation of the genus terms, part-of terms, or of the terms in other semantic relations.  It could be expected that the lack of sense disambiguation would pose a problem whenever the system needs to access information pointed to by the values of semantic relations, e.g., when accessing the hypernym of a headword.  SENS has not suffered from the absence of this information, though it would clearly benefit from the sense disambiguation of the semantic relations, by looking up a specific sense of the hypernym rather than the hypernym word.

4.2  Description of the syntactic analysis

In the discussion above, the main question is whether it is necessary to have a syntactic analysis of the dictionary definition.  No matter which approach was adopted, it became clear that having a syntactic analysis is preferable, though most systems cannot produce that syntactic analysis.  In this section, I will briefly describe MEG, the Microsoft English Grammar (see Jensen et al. (1993) for the general framework).  It is my purpose to highlight the characteristics of MEG that allow it to be successful where other parsers/grammars have failed.

These same characteristics also allow MEG to produce syntactic analyses for more than one dictionary.  MEG is a broad-coverage grammar; it has not been modified in any dictionary-specific way to produce the syntactic analyses that will be described.  Since all dictionary definitions and example sentences are written in English, albeit very concise and highly elliptical, we can use MEG or any other broad-coverage grammar (see Montemagni and Vanderwende 1992).  It is therefore unnecessary to develop dictionary-specific parser/grammars as Slator and Alshawi have done for ‘Longmanese’.  

4.2.1  Data structures for MEG

The following is MEG’s analysis of the definition of cellar:

(82)  cellar (L n,1): ‘an underground room, usu. used for storing goods; basement’.

FITTED1   NP1       DETP1     ADJ1*     "an" 

                    AJP1      ADJ2*     "underground" 

                    NOUN1*    "room" 

                    CHAR1     "," 

                    PTPRTCL1  AVP1      ADV1*     "usu." 

                              VERB1*    "used" 

                              PP1       PP2       PREP1*    "for" 

                                        VERB2*    "storing" 

                                        NP2       NOUN2*    "goods" 

          CONJP1    CONJ1*    ";" 

          NP3       NOUN3*    "basement" 

          CHAR2     "." 

Figure 68. MEG syntactic analysis of cellar (L n,1)

Since this tree display may not be immediately familiar, some comments are in order.  Traditionally, a parse tree’s top level, or ‘start’ node, is presented at the top center of the tree display, as the tip of the tree, and the terminal nodes can be read along the bottom in left to right order.  In MEG’s tree representation, the top level node is left-most and top-most in the tree, and the terminal nodes can be read in order from top to bottom.  With respect to the tree display of each constituent, there are three possible positions: the head, which is indicated by an asterisk, the pre-modifiers and the post-modifiers.

There are other significant differences between MEG trees and the more traditional trees discussed in, for example, GB or LFG.  First, a MEG tree is but one, very impoverished, display of the information produced by the analysis.  Corresponding to each node in the tree is a record which contains both syntactic (i.e., constituent-level) and functional information for that constituent.  This information is represented as a collection of attribute - value pairs; a set of braces encloses the record.  The record (slightly abbreviated) corresponding to NP1 in Figure 68 is:

{Segtype    NP

 Nodetype   NP

 Nodename   NP1

 Ft-Lt      1-9

 String     "an underground room, usu. used for storing goods"

 Lemma      "room"

 Bits       Det Art Indef Pers3 Sing Comma Closed GC U3 Count Location Human

 Prmods     DETP1 "an"

            AJP1 "underground"

 Head       NOUN1 "room"

 Psmods     CHAR1 ","

            PTPRTCL1 "usu. used for storing goods"

 Parent     FITTED1 }

Figure 69. Example of MEG record structure

Secondly, a MEG tree differs from other tree displays because it is not isomorphic to the derivational history of the analysis.  The tree displayed above is a ‘computed tree’; it is computed based on the values of only five attributes: Nodename, Prmods (pre-modifiers), Head, Psmods (post-modifiers) and String (for a full explanation of this distinction, see Jensen 1987).

4.2.2  Types of lexical information

The parsing algorithm used by MEG is basically that of a bottom-up, parallel chart parser.  The lexical information for each word is also represented as a record.  The lexical information that is accessed for each word of the input is limited, especially considering what other NLP systems require.  On the other hand, if a word is ambiguous with respect to part of speech, records for each part of speech will be input to MEG.  Following are the records (again, slightly abbreviated) corresponding to the words room and for.  There are two records for the word room because it can function either as a noun or as a verb, and there are two records for the word for because it can function either as a preposition or as a conjunction.

{Segtype    NOUN




{Segtype    VERB

 Nodetype   NOUN




 Nodetype   VERB

 Ft-Lt      3-3




 Ft-Lt      3-3

 String     "room"




 String     "room"

 Lemma      "room"




 Lemma      "room"

 Bits       Pers3 Sing GC U3 Count


 Bits   Inf Plur Pres L9}

            Location Human}

{Segtype    PREP




{Segtype    CONJ 

 Nodetype   PREP




 Nodetype   CONJ

 Ft-Lt      7-7




 Ft-Lt      7-7 

 String     "for"




 String     "for"

 Lemma      "for"}




 Lemma      "for"








 Bits       Subconj}

Figure 70. Lexical records for the words room and for

Using only basic information of this type (part of speech, lemma, morphological and some subcategorization information), MEG is able to produce such syntactic analyses as we saw in Figure 68 above.  This level of information is readily available from the on-line version of LDOCE (plus some morphological processing).  The fact that MEG uses such minimal lexical information makes it possible for a syntactic analysis to be produced for any input string.

4.2.3  Use of subcategorization information

Another crucial difference from most other NLP systems is that MEG does not make strict use of subcategorization information.  This information is used to ‘guide’ the analysis by preferring a parse that complies with subcategorization restrictions over another that does not, when more than one parse is available for a given string.  But grammar rules, for the most part, do not require any form of subcategorization principle.  

One very noticeable characteristic of definitions is the abundance of ellipsis.  For example, consider the following definitions of some transitive verbs:

(83) touch (L v,2): ‘to feel with a part of the body, esp. the hands or fingers’

(84) reach (L v,4): ‘(of things or places) to be big enough to touch; stretch out as far as’
(85) feel (L v,1): ‘to get knowledge of by touching with the fingers’

One might expect that, in the definition of a transitive verb, the genus term (i.e., the main verb) is itself a transitive verb followed by an object, and that the object can be elided if the headword takes the same type of object.  With these expectations, it should be possible to predict where the ellipsis will be. 

Definitions (83) - (85) show that it is not always possible to make such a prediction.  In (83), the object of feel has been elided, as we might expect.  In (84), however, there is no elided object of the genus term be big but rather, the ellipsis is in the object of its verb complement, touch.  And in (85), the genus term get already has an object, knowledge, and it is the head of the of-PP that has been elided.  In each of the definitions the typical, or expected, object of the headword is the same as some elided object, but where the elision takes place cannot be predicted before the syntactic analysis.  

As we saw in the discussion of the work by Fox et al. (1988), a system which relies on strict subcategorization cannot handle ellipsis well without a significant increase in parsing time.  By not relying on strict subcategorization at all, MEG provides an efficient approach to parsing elliptical text, such as definitions.

4.2.4  Partial parses

There is a clear advantage to parsers and grammars that can produce partial parses, because dictionary definitions and example sentences are rarely formulated as complete sentences
.  As we saw above, Alshawi’s phrasal pattern analysis parser was designed specifically to handle partial parses.  The definitions and example sentences for nouns are typically formulated as noun phrases, and those of verbs as infinitive clauses or verb phrases (though often the example sentences are indeed complete sentences).  It is possible to specify in advance what type of constituent MEG should produce (see also Jensen and Binot 1987, p. 255).  For example, by specifying an NP analysis (i.e. setting the variable default_target_segtype to NP), MEG produces a full NP analysis for the following definition of mansion :

mansion (L n): ‘a large house, usu. belonging to a wealthy person’

NP1       DETP1     ADJ1*     "a" 

          AJP1      ADJ2*     "large" 

          NOUN1*    "house" 

          CHAR1     "," 

          PRPRTCL1  AVP1      ADV1*     "usu." 

                    VERB1*    "belonging" 

                    PP1       PP2       PREP1*    "to" 

                              DETP2     ADJ3*     "a" 

                              AJP2      ADJ4*     "wealthy" 

                              NOUN2*    "person" 

Figure 71. MEG syntactic analysis for mansion (L n)

However, the definition is not always formulated as a complete phrase of the expected type.  When there is no syntactic rule that creates a constituent which covers the entire input string, MEG creates a FITTED constituent according to a heuristic best-fit procedure.  The purpose of the fitting algorithm is to choose which combination of constituents results in the most reasonable and useful analysis (see Jensen et al. 1983).  For example, the first definition for cellar (‘an underground room, usu. used for storing goods; basement’) does not get analyzed as a single NP because of the use of semicolons.  In the analysis shown in Figure 72, there is a FITTED top level constituent, which includes the two NP constituents NP1 and NP3.

FITTED1   NP1       DETP1     ADJ1*     "an" 

                    AJP1      ADJ2*     "underground" 

                    NOUN1*    "room" 

                    CHAR1     "," 

                    PTPRTCL1  AVP1      ADV1*     "usu." 

                              VERB1*    "used" 

                              PP1       PP2       PREP1*    "for" 

                                        VERB2*    "storing" 

                                        NP2       NOUN2*    "goods" 

          CONJP1    CONJ1*    ";" 

          NP3       NOUN3*    "basement" 

          CHAR2     "." 

Figure 72. MEG syntactic analysis of cellar (L n,1)

The patterns which identify semantic relations match identically to each of the two NPs because even though they are not themselves the top node, the parent of each is FITTED.

Although not at all frequent in LDOCE, there are some examples of definitions without a semicolon for which a complete parse cannot and should not be produced.  Such definitions are more frequent in W7; and definitions of this type seem to be frequent in dictionaries of, for example, Italian (see Montemagni 1992).  There is no general syntactic rule of English, for example, that allows an NP to be constructed from a preceding PP followed by an NP.  This, however, is exactly the structure that is found in the following definitions, (86) - (87).  Only a parser which can produce partial or fitted parses, as MEG is able to do, can be used to analyze such definitions. 

(86) neocolonialism (L n,1): ‘in powerful countries, an act or the idea of controlling the new countries of Asia, Africa, and South America (former colonies (colony)) by trade or other means which are not political or military’

(87) rabbi (L n): ‘in the Jewish religion, (the title of) a trained religious leader and teacher of the Jewish law’

When statistics are provided for the number of complete, i.e. successful, parses of the definitions, a fitted parse is not always counted as a parse failure.  Definitions such as those above should simply not be analyzed as a phrase of the expected type, e.g. NP.   Any FITTED parse that provides good analyses for the pieces of the definition will be considered a good parse.

4.2.5  A single parse

The design of MEG is intended to ensure that a single parse, called the initial sketch, is produced for any input string.  Having a single parse to work with is an advantage for SESEMI.  Other systems first produce parse forests which must then be analyzed to select the highest ranked parse; see Carroll and Briscoe (1992) and Briscoe and Carroll (1993) for a description of a probabilistic analysis system for LDOCE noun definitions.  It is, however, not the case that MEG always produces what might be considered the ‘correct’ parse.  Firstly, the initial lexical information and MEG are both still under development.  In Chapter 5, I have indicated whether a negative result in SENS was caused by an incorrect parse.

Secondly, MEG aims to produce a single syntactic analysis by adopting, as a default, the strategy of right attachment, which attaches a constituent to the nearest node possible.  A default strategy is required as a result of using only very limited lexical information initially, according to which MEG produces parses that are syntactically valid, though not necessarily semantically valid.  When general text is being parsed, the display shows question marks which indicate the ambiguous attachments of certain phrases, e.g. prepositional phrases, and where they might otherwise be attached.  Semantic information, exactly of the type that is being discussed in this chapter, is expected to resolve these ambiguities (see discussion of Jensen and Binot 1987 in section 4.1.5).  The ambiguous attachments are not shown when parsing dictionary text, nor will they be resolved at that point.

How can we say then that SESEMI extracts semantic relations reliably from syntactic analyses that are not guaranteed to be semantically correct and might themselves be improved by exactly the semantic information that SESEMI is intended to extract?

As we will see in the section on results, SENS did provide a paraphrase for most of the NSs in the corpus and so we must conclude that the semantic information it used was sufficient to perform the task.  Two factors allow the system to overcome what might be seen as a shortcoming of MEG or even a barrier to its use.  First, right attachment seems to be the appropriate default strategy for most definitions and example sentences, given their stereotyped syntactic characteristics.  Second, the patterns which identify semantic relations are intentionally flexible as to the conditions under which certain relations are extracted, and on occasion, they identify more than they should, rather than less.  

To illustrate the flexible conditions of the patterns, consider the syntactic analysis of the definition of baton (L n,3).   

(88) baton (L n,3): ‘a short thick stick used as a weapon by a policeman’ 

NP1       DETP1     ADJ1*     "a" 

          AJP1      ADJ2*     "short" 

          AJP2      ADJ3*     "thick" 

          NOUN1*    "stick" 

          PTPRTCL1  VERB1*    "used" 

                    PP1       PP2       PREP1*    "as" 

                              DETP2     ADJ4*     "a" 

                              NOUN2*    "weapon" 

                              PP3       PP4       PREP2*    "by" 

                                        DETP3     ADJ5*     "a" 

                                        NOUN3*    "policeman" 

Figure 73. MEG syntactic analysis for baton (L n,3)

For this parse, the default attachment strategy is not successful for tree node PP3.   According to right attachment, PP3 modifies the closest noun available, NOUN2 (weapon), in Figure 73; in the semantically valid parse, PP3 should modify VERB1 (used).  The flexible conditions of the patterns still allow a semantic relation to be identified between the verb used and the Head of PP3, policeman, even though the patterns ideally would identify relations among constituents only when there is an immediate dependency.  

Although patterns will be more fully described in section 4.3, consider here the pattern for identifying an ACTOR relation; the conditions refer to a parse tree such as Figure 73 above: 

ACTOR pattern: if the verb used (a) has a post-modifier that is a PP with the preposition by, or (b) any of its post-modifiers have a PP with the preposition by in their post-modifiers, then create an ACTOR relation between the headword and the Head(s) of the PP.   

Given the flexibility provided by the (b) condition of this pattern, an ACTOR relation is identified in the definition of baton (L n,3) with policeman as its value, even though the PP by a policeman does not immediately modify the verb used.  A more restrictive version of this pattern might have required the by-PP to be an immediate post-modifier of used, but it would then have failed to identify this semantic relation.

Only in the case of conjunction does the right attachment strategy seem to produce analyses for which the patterns cannot be written with enough flexibility to identify the desired semantic relations.  Consider the syntactic analysis for the definition of plantain (L n):

(89) plantain (L n):  ‘a type of common wild plant with wide leaves growing close to the ground and small green flowers’ 

NP1    DETP1     ADJ1*     "a"

       NOUN1*    "type"

       PP1       PP2       PREP1*    "of"

                 AJP1      ADJ2*     "common"

                 AJP2      ADJ3*     "wild"

                 NOUN2*    "plant"

                 PP3       PP4       PREP2*    "with"

                           AJP3      ADJ4*     "wide"

                           NOUN3*    "leaves"

                           PRPRTCL1  VERB1*    "growing"

                                     AVP1      ADV1*     "close to"

                                     NP2       DETP2     ADJ5*     "the"

                                               NP3       NOUN4*    "ground"

                                               CONJ1*    "and"

                                               NP4       AJP4      ADJ6*  "small"

                                                         AJP5      ADJ7*  "green"

                                                         NOUN5*    "flowers"

Figure 74. MEG syntactic analysis for plantain (L n)

According to the default strategy of right attachment, the tree node NP4 is conjoined with NP3.  While this analysis is syntactically valid, it does not reflect our understanding that NOUN3 (leaves) and NOUN5 (flowers) should be conjoined, and not NOUN4 (ground) and NOUN5 (flowers).  (We will see in section 4.5 how the initial syntactic sketch can be revised by adopting a two-pass strategy for parsing the definitions.)  Only the Head of the with-PP in Figure 74, NOUN3 (leaves) is identified as the HAS-PART of plantain.  The semantic frame reflects the syntactic analysis of plantain (L n): 
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Figure 75. SESEMI semantic frame for plantain (L n)

This HAS-PART pattern cannot be written in a way that would also identify NOUN5 (flowers) as the value of a HAS-PART relation without also identifying far more NOUNs as HAS-PARTs than is acceptable.  SESEMI identifies semantic relations only in the initial syntactic analysis provided by MEG.  Some of the desired semantic relations may be missing, such as [plantain] SYMBOL 174 \f "Symbol" (HAS-PART) SYMBOL 174 \f "Symbol" [flowers] in this case, and some semantic relations might not in fact be desirable.  Considered as a whole however, the semantic information identified by SESEMI proves to be sufficient for semantic processing, such as the correct attachment of PPs and, as we have seen in Chapter 3, the interpretation of NSs by SENS.

MEG has all of the features which Ahlswede and Evens (1988) said a parser must have in order to identify subtle semantic information: MEG can handle ill-formed input and produce partial parses, and it is fast.  We saw above that MEG handles ill-formed text by not enforcing strict subcategorization; e.g., strict subcategorization would cause verb definitions in which the object of an obligatorily transitive verb has been elided to be considered ill-formed in free text.  MEG produces a partial parse by applying a heuristic best-fit procedure when no constituent covers the entire input string.  MEG is fast.  For the 40,510 single word entries in LDOCE, there are approx. 60,000 definitions.  The current time for parsing LDOCE is 14 hours, 4 minutes and 40 seconds.  This includes the time SESEMI takes to identify the semantic relations, which produces approx. 100,000 first level semantic relations and approx. 60,000 second level (i.e. nested) semantic relations. 

4.3  How does SESEMI work?

SESEMI identifies semantic relations in on-line dictionaries by matching structural patterns to the syntactic analyses of definitions and example sentences.  The patterns embody knowledge of which semantic relations are conveyed by certain recurring elements and constructions in the context of the dictionary.  By taking advantage of the expected structure and content of dictionaries as a specific text type, these patterns identify semantic relations in dictionary text that could not reliably be identified in free text without more semantic information.  These patterns are, however, general enough to identify semantic relations in any dictionary.
  

The PURPOSE relation, for example, is conveyed in English dictionaries by specific phrases all involving the preposition for ( for (the) purpose(s) of, for, used for, intended for ) followed by a noun phrase, present participle, or infinitival clause.  As we will see shortly, SESEMI identifies a PURPOSE relation in the following definition of cellar; the relation can be paraphrased as the purpose of a cellar is to store goods.

(90) cellar (L n,1): ‘an underground room, usu. used for storing goods; basement’

While these phrases will identify some PURPOSE relations correctly also in free text, as in (91), the for-PP has many more uses in free text, as in (92), where it does not convey a PURPOSE relation.

(91)  The spy ring also was particularly interested in [...], the underwater equipment for detecting submarines, it was testified. (Brown corpus)

(92)  With this kind of new product log-jam, the premium for brilliant product planning will obviously go up geometrically. (Brown corpus)

When the conditions of a structural pattern have been met, the process of identifying the values of the semantic relation begins.  This requires structural information from the syntactic analysis since the values of a semantic relation are typically the head(s) of the constituent to which the pattern applies successfully, or the heads of its complement(s).  In addition, each Head attribute is subjected to further structural patterns which rely on functional information (contained in the record structure) for verb phrases and which rely on more syntactic information for noun phrases.

4.3.1  Example: the PURPOSE relation

A simple example of a structural pattern is the pattern that identifies the semantic relation PURPOSE from the syntactic analysis of the definition.  This pattern can be paraphrased (in part) as:

PURPOSE pattern:  if the verb used is post-modified by a PP with the preposition for, then create a PURPOSE relation with the head(s) of that PP as the value.  

Consider the syntactic analysis for the relevant part of the definition of cellar :

NP1       DETP1     ADJ1*     "an" 

                    AJP1      ADJ2*     "underground" 

                    NOUN1*    "room" 

                    CHAR1     "," 

                    PTPRTCL1  AVP1      ADV1*     "usu." 

                              VERB1*    "used" 

                              PP1       PP2       PREP1*    "for" 

                                        VERB2*    "storing" 

                                        NP2       NOUN2*    "goods" 

Figure 76. MEG syntactic analysis of cellar (L n,1)

Following the structural pattern for PURPOSE above, we see in Figure 76 that VERB1 (used) is post-modified by PP1 with the preposition for.  A PURPOSE relation for cellar is created with the base form of the PP Head
, VERB2 (store) as the value.  A paraphrase of the information identified by SESEMI’s PURPOSE pattern is: the cellar's purpose is to store.  This relation is represented in the (partial) semantic frame for cellar :
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Figure 77. Semantic frame which results after the PURPOSE pattern applies

SESEMI identifies even more information by matching a structural pattern to every noun and every verb that is identified as the value of a semantic relation.  Every time a verb is identified as the value of a semantic relation, SESEMI first applies the structural pattern VERB-ARGS to the parent of the verb.  VERB-ARGS checks whether the syntactic analysis has identified an Object or a Subject for that parent, and if so, a HAS-OBJECT or a HAS-SUBJECT is identified as follows:  

VERB-ARGS pattern (applies to the parent of a verb):  (a) if the parent has an Object attribute, then create a HAS-OBJECT relation with the head(s) of the Object attribute as its value(s); and (b) if it has a Subject attribute, then create a HAS-SUBJECT relation with the head(s) of the Subject as the values; and (c) if there is a post-modifying infinitive clause, then create a PURPOSE relation with the head(s) of the infinitive clause as the values.

When SESEMI identifies, in Figure 76 above, the verb store as the value of a PURPOSE relation for the headword cellar, the pattern VERB-ARGS is applied to the parent of the verb, PP1.  The record structure for the parent, PP1, is:

{Segtype    PP

 Nodetype   PP

 Nodename   PP1

 Ft-Lt      7-9

 String     "for storing goods"

 Lemma      "store"

 Prmods     PP2 "for"

 Head       VERB2 "storing"

 Psmods     NP2 "goods"

 PPobj      NP4 "storing goods"

 Prp        PP2 "for"

 Object     NP2 "goods"}

Figure 78.  Record structure with functional information for PP1 in Figure 76
The pattern VERB-ARGS finds an Object attribute in the record for PP1 and so SESEMI creates a HAS-OBJECT relation for the verb store with the Head of the Object attribute (goods) as its value.  A paraphrase of the information now identified by SESEMI’s PURPOSE and VERB-ARGS patterns is: the cellar's purpose is to store goods.  This information is represented in the (partial) sense frame for cellar:
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Figure 79.  SESEMI (partial) semantic frame for cellar (L n,1)

4.3.2  VERB-ARGS pattern

Applying the VERB-ARGS pattern to every verb creates a rich structure of semantic information.  This can be illustrated by considering how SESEMI creates the semantic frame for market (L n,1):  

(93) market (L n,1): ‘a building, square, or open place where people meet to buy and sell goods, esp. food, or sometimes animals’

The HYPERNYM-NOUN pattern identifies building, square, and place as the hypernyms of the headword market.  The LOCATION-OF pattern identifies a LOCATION-OF relation in the definition of market because the following condition is met:

LOCATION-OF pattern:  if the hypernym is post-modified by a relative clause which has as its relativizer where or a wh-PP with the preposition in, on, or from, then create a LOCATION-OF relation with the head of the relative clause as the value.

In Figure 80, one of the hypernyms place (NOUN1) has a relative clause as a post-modifier, RELCL1, and its relativizer is where.  The LOCATION-OF pattern creates a LOCATION-OF relation with the Head of the relative clause RELCL1, namely VERB1 (meet), as the value.

      NOUN1*    "place" 

      RELCL1    AVP1      ADV1*     "where" 

                NP2       NOUN2*    "people" 

                VERB1*    "meet" 

                INFCL1    INFTO1    PREP1*    "to" 

                          VP1       VERB2*    "buy" 

                          CONJ3*    "and" 

                          VP2       VERB3*    "sell" 

                                    NP3       NP4     NOUN3*  "goods" 

                                              CONJP2  CONJ4*  "," 

                                              NP5     AVP2    ADV2*  "esp."

                                                      NOUN4*  "food" 

                                                      CHAR2   "," 

                                              CONJ5*  "or" 

                                              NP6     AVP3    ADV3*  "sometimes" 

                                                      NOUN5*  "animals" 

Figure 80.  MEG (partial) syntactic analysis of market (L n,1)

Now, each time a verb is identified as the value of a semantic relation, the VERB-ARGS pattern also applies.  The VERB-ARGS pattern checks to see whether there is a Subject attribute in the record structure for RELCL1, the parent of the verb meet.  There is, in fact, a Subject attribute and so a HAS-SUBJECT relation for meet is created with the Head of NP2 (people) as its value.  The VERB-ARGS pattern also checks to see whether there is a post-modifying infinitive clause.  In Figure 80, there is an infinitive clause which post-modifies VERB1, namely INFCL1, and so a PURPOSE relation is created for meet with the head(s) of INFCL1 (buy and sell) as the values.
  The semantic frame that SESEMI creates after the operation of the LOCATION-OF pattern and this application of the VERB-ARGS pattern is:
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Figure 81.  Partial semantic frame for market (L n,1)

The VERB-ARGS pattern also applies to each of the values of the PURPOSE relation (buy and sell).  The VERB-ARGS pattern will check both VERB2 (buy) and VERB3 (sell) to see whether in the record structures of their parents there are any Subject or Object attributes or any post-modifying infinitive clauses.  As the record structure in Figure 82 shows, there is an Object attribute for sell (and because of the coordination, also for buy):  

{Segtype    VP

 Nodetype   VP

 Nodename   VP2

 Ft-Lt      15-23

 String     "sell goods , esp.  food , or sometimes animals"

 Lemma      "sell"

 Head       VERB3 "sell"

 Psmods     NP3 "goods , esp.  food , or sometimes animals"

 Object     NP3 "goods , esp.  food , or sometimes animals"}

Figure 82.  Record structure for VP2 in Figure 80
 A HAS-OBJECT relation will be created for both buy and sell, with the head(s) of the Object attribute (goods , food, and animal) as the values.  The complete semantic frame for market (L n,1) collects all of the semantic information described above:
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Figure 83.  Semantic frame for market (L n,1)

4.4  Why not string patterns?

Some patterns of semantic relations are relatively trivial and can be specified by string patterns, i.e. by patterns that match definition text at the string level.  For example, no matter where it is found in the definition, the string for the purpose of  always indicates a PURPOSE relationship between the headword and the head of the phrase (noun or verb) following of.  But the most interesting patterns that identify the differentiae and the (possibly embedded) semantic relations expressed therein rely on complex structural information, information which cannot be expressed adequately in string patterns.

String patterns seem to be adequate for identifying the hypernym (the genus term of the definition), although hypernyms are equally well identified by patterns that match a structural description of the text.  Chodorow et al. (1985) describe a heuristic procedure for identifying the head(s) in a noun definition and report that ‘the accuracy of head-finding for nouns was approximately 98 percent, based on a random sample of the output’ (Chodorow et al. 1985, p. 302).

Markowitz et al. (1986) also discuss patterns at the string level, based on defining formulae (see section 4.1.3).  Most of these patterns are found at or close to the beginning of the definition text and so they perform quite well.  Other patterns identify features not found at the beginning of the text, but these simply rely on graphemic elements such as parentheses.

Even though the language of dictionaries is characterized by its regularity, variations of the defining formulae exist.  For example, the pattern a member of-NP identifies the object of the preposition of as the value of the member-set relation for the noun being defined (Markowitz et al. 1986, p. 114).  But the pattern can easily be broken by pre-nominal modification, as in the definition of cadre in (94), or by coordination of the noun member as in the definitions of technocrat and individual in (95) and (96).  Pre-nominal modification and coordination destroys the usefulness of formulae defined on simple strings.  Adding conditions for handling modification and coordination seems far too complex at the string level, while writing the patterns at the level of syntactic analysis describes the dependency between member and of in an intuitive manner.

(94) cadre (L n,2): ‘a highly trained and active member of a political party or military force’

(95) technocrat (L n,1): ‘a member or supporter of (a) TECHNOCRACY (1)’

(96) individual (L n,1): ‘a single being or member of a group, treated separately’

This defining formula, a member of, also does not always provide the best candidate for the set to which the headword belongs because it fails to take into account ‘the (small) class of “empty heads” (words like one, any, kind, class, manner, family, race, group, complex, etc.)’ (Chodorow et al. 1985, p. 301).  In the following definitions, the words in italics would be the values of the member-set relation according to Markowitz’ pattern, while clearly army in (97) and church in (98) are better values for the member-set relation.

(97) grenadier (L n,2): ‘a member of a special part of the British army, the Grenadiers or Grenadier Guards’

(98) Protestant (L n,1): ‘(a member of) any of several branches of the part of the Christian church that separated from the Roman Catholic Church in the 16th century’

Of course, ever more elaborate string patterns could be written to take all of the above definitions into account, but such patterns would approach (if not exceed) the complexity of a syntactic analysis.

Klavans et al. (1993) claim that not even elaborate string patterns can adequately identify the relations conveyed by the defining formula a unit of (similar to the pattern a member of).  The goal of Klavans et al. is to build a lexical knowledge base with carefully defined inheritance rules.  In order to accomplish this, the relations and their arguments must be absolutely correct.  It is not enough to know, for example, that the head noun is unit, because a unit of can mean ‘(a) an amount or measure (e.g., inch, carat, joule, krone, pice) and (b) a subdivision of an organization or structure (legion, phyton, division, distich)’ (Klavans et al. 1993, p. 126).

Consider the following definitions. Each definition is followed by the structural pattern proposed in Klavans et al. (1993, p. 126-7) that identifies which sense of unit is intended:

(99) carat (W7 n): ‘a unit of weight for precious stones ...’




<unit of singular-common-NP (no determiner)>   =>  measure

(100) pice (W7 n,1): ‘a former monetary unit of India and Pakistan equal to ...’




<unit of proper-NP (no determiner)>  =>  amount, currency

(101) phyton (W7 n,1): ‘a structural unit of a plant consisting of a leaf ...’




<unit of DET singular-NP>  =>  subdivision

(102) division (W7 n,3c1): ‘the basic unit of men for administration ...’




<unit of plural-NP>  =>  individuals.

These patterns make only minimal use of the syntactic information that is available in the PEG syntactic analyses that were used.  Even so, experience with writing these patterns caused Klavans et al. to make the following observations:

Finding these patterns by string search is difficult because the object of the preposition will be a noun phrase whose numbers and other properties are determined by its head noun, and in general locating the head noun through string matching is a cumbersome process (Chodorow et al. 1985).  In addition, string operations also are not sufficient to find all occurrences of a given pattern because in some cases the words in the string are separated by intervening units of arbitrary length (such as parentheticals), or are embedded in a more complex syntactic construction (such as NP conjunction). Therefore, instead of using string manipulation, we turned to analysis of syntactic structure (Klavans et al. 1993, p. 127).

There are even stronger reasons for using structural patterns.  Patterns that identify semantic relations in the differentiae cannot be written as string patterns because these patterns require information about syntactic dependency.  Also, as we saw in the discussion of the VERB-ARGS pattern in section 4.3.2, patterns for identifying HAS-SUBJECT and HAS-OBJECT require information from the functional structure, which only a syntactic analysis can provide.

4.4.1  Syntactic information transcends the local environment

The aspect of dictionary definitions which makes writing string patterns, and even at times structural patterns, so cumbersome is the frequent use of coordination in the definitions and the resulting more complex structure of dependencies.  MEG has a special attribute, Coords, which identifies in the record structure the conjoined phrases of a coordinated constituent.  By making use of this attribute, the patterns can be written so that no distinction is necessary between identifying a relation in a simple or a coordinated constituent.

For every phrase with a noun head that is identified as the value of a semantic relation, the pattern NOUN-ARGS is applied to the parent of that head.  The pattern NOUN-ARGS needs to mention the Coords attribute therefore only once to cause the Coords attribute to be checked for every noun that is the value of a semantic relation.  (There is a similar statement at the beginning of the VERB-ARGS pattern.)  The NOUN-ARGS pattern can be paraphrased in part as: 

NOUN-ARGS pattern (applies to the parent of a noun): if the record structure of the Parent has a Coords attribute, check each of the of the Coords values separately, otherwise check the Parent: 
if the Head (a) is post-modified by a PP with the preposition with, and (b) there is no comma preceding the PP, then create a HAS-PART relation with the Head of the with-PP as its value

Consider how this pattern applies to the syntactic analysis of the definition of bear (L n,1):

(103) bear (L n,1):  ‘any of various kinds of usu. large and heavy animals with thick rough fur that usu. eat fruit and insects as well as flesh’

NP1       PRON1*    "any" 

          PP1       PP2       PREP1*    "of" 

                    AJP1      ADJ1*     "various" 

                    NOUN1*    "kinds" 

                    PP3       PP4       PREP2*    "of" 

                              AJP2      AVP1      ADV1*     "usu." 

                                        AJP3      ADJ2*     "large" 

                                        CONJ1*    "and" 

                                        AJP4      ADJ3*     "heavy" 

                              NOUN2*    "animals" 

                              PP5       PP6       PREP3*    "with" 

                                        AJP5      ADJ4*     "thick" 

                                        AJP6      ADJ5*     "rough" 

                                        NOUN3*    "fur" 

Figure 84. MEG (partial) syntactic analysis for bear (L n,1)

The pattern for identifying hypernyms of nouns chooses the first Head of the top node that is not a member of the ‘empty heads’, which both PRON1 (any) and NOUN1 (kind) are.  The hypernym pattern, therefore, identifies the Head, NOUN2 (animal) as the value of the hypernym relation for the headword bear.  Since a noun has been identified as the value of a semantic relation, the pattern NOUN-ARGS will match its Parent, PP3.  First, NOUN-ARGS checks whether there is a Coords attribute in the record structure corresponding to PP3 in Figure 84; there is no Coords attribute, and so NOUN-ARGS tests the conditions for the phrase itself.  There is a post-modifying PP with the preposition with, namely PP5 (with thick rough fur), and so a HAS-PART relation is created between the Head (animal) and the head(s) of PP5, NOUN3 (fur).
  

In precisely the same way, the NOUN-ARGS pattern applies to the definition of avocado (L n) to create a HAS-PART relation.  The syntactic analysis of this definition is:

(104) avocado (L n):  ‘a green tropical fruit with a large seed and smooth oily flesh often eaten at the start of a meal’

NP1       DETP1     ADJ1*     "a" 

          AJP1      ADJ2*     "green" 

          AJP2      ADJ3*     "tropical" 

          NOUN1*    "fruit" 

          PP1       PP2       PREP1*    "with" 

                    DETP2     ADJ4*     "a" 

                    NP2       AJP3      ADJ5*     "large" 

                              NOUN2*    "seed" 

                    CONJ1*    "and" 

                    NP3       AJP4      ADJ6*     "smooth" 

                              AJP5      ADJ7*     "oily" 

                              NOUN3*    "flesh" 

Figure 85.  MEG partial syntactic analysis of avocado (L n)

The hypernym pattern identifies the Head of the top node, NOUN1 (fruit), as the value of that semantic relation.  NOUN-ARGS applies to the parent of NOUN1; there is no Coords attribute in the record structure of NP1, but there is a post-modifying with-PP, namely PP1.  A HAS-PART relation is created between the head, NOUN1 (fruit), and the noun head(s) of PP1.  When NOUN-ARGS applies to PP1, there is a Coords attribute in the record structure for PP1.  NOUN-ARGS will apply to each of these Coords, NP2 and NP3 separately.

{Segtype    PP

 Nodename   PP1

 String     "with a large seed and smooth oily flesh"

 Lemma      "and"

 Prmods     PP2 "with"

            DETP2 "a"

            NP2 "large seed"

 Head       CONJ1 "and"

 Psmods     NP3 "smooth oily flesh"

 PPobj      NP6 "a large seed and smooth oily flesh"

 Prp        PP2 "with"

 Coords     NP2 "large seed"

            NP3 "smooth oily flesh"

 Parent     NP1 }

Figure 86.  Record structure for PP1 in Figure 85
Since NP2 does not have post-modifiers, only the Head NOUN2 (seed) is identified as the value of the HAS-PART relation; likewise, NP3 does not have post-modifiers and so only the Head NOUN3 (flesh) is identified as the value of the HAS-PART relation.  The following semantic frame is created by SESEMI for avocado (L n):
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Figure 87. SESEMI semantic frame for avocado (L n)

The discussion above illustrates how the NOUN-ARGS pattern identifies the head(s) and additional semantic relations, such as HAS-PART, for every NP by accessing the Coords, Head, Psmods and Parent attributes in the record structure of that NP, i.e. by accessing the syntactic information of the analysis
.  The work of identifying these attributes is best done by the syntactic analysis and not by the patterns themselves because the syntactic analysis has access to the entire phrase, not just the local environment identified by the pattern.  Formulation of the patterns can therefore focus on the conditions for identifying a semantic relation, which makes the patterns much more reliable, as well as much easier to read and maintain. 

4.4.2  Functional information includes logical form

The syntactic analysis provided by MEG includes functional as well as constituent structure information.  Functional information is always found in the record structures corresponding to the tree nodes and not in the tree itself.  Examples of functional information that we have already seen are Subject and Object.  There is another level of functional information found in the attributes Dsub (‘deep subject’) and Dobj (‘deep object’); this level of information is collected under the SemNode attribute in the record.  The Dsub and Dobj attributes are assigned during a post-process subsequent to the initial syntactic sketch.  The post-process computes the logical form of the input, which includes normalization of active and passive sentences (see Jensen 1993).  

(105)  The man painted the flower.

(106)  The flower was painted by the man.

In the record structure for the active sentence (105), there is a Subject attribute with the man as its value and a DSubj attribute also with the man as its value.  In the record structure for the passive sentence (106), there is a Subject attribute with the flower as its value, but the DSubj attribute has the man as its value.

Functional information at the level of logical form is crucial for accurately identifying semantic relations such as HAS-SUBJECT, HAS-OBJECT, SUBJECT-OF, and OBJECT-OF.  For free text, it is generally accepted that parsing is required in order to establish the subject or the object of a sentence.  It should be clear that parsing is also required to identify subject and object relations in dictionary definitions, especially when active and passive need to be normalized.  

Consider the syntactic analysis of the following definition of groundnut:

(107)  groundnut (L n):  ‘a kind of nut which grows in a shell under the ground, and is eaten’

NP1   DETP1     ADJ1*     "a" 

      NOUN1*    "kind" 

      PP1       PP2       PREP1*    "of" 

                NOUN2*    "nut" 

                RELCL1    NP2      PRON1*    "which" 

                          VP1      VERB1*    "grows" 

                                   PP3       PP4       PREP2*    "in" 

                                            DETP2     ADJ2*     "a" 

                                             NOUN3*    "shell" 

                                             PP5       PP6       PREP3*   "under" 

                                                       DETP3     ADJ3*     "the" 

                                                       NOUN4*    "ground" 

                                                       CHAR1     "," 

                          CONJ1*    "and" 

                          VP2      AUXP1     VERB2*    "is" 

                                   VERB3*    "eaten" 

Figure 88. MEG syntactic analysis for groundnut (L n)

SESEMI identifies NOUN2, nut, as the hypernym of the headword groundnut.  The pattern for identifying hypernyms cannot match on the Head of the top node NP1 because its Head, kind, is one of the empty words which are not good hypernyms.  Instead, the hypernym pattern matches the Head of the post-modifying of-PP, namely, NOUN2, nut.

There is a relative clause which is a post-modifier of the hypernym.  RELCL1 coordinates two VPs, VP1 ‘which grows in a shell under the ground’ and VP2 ‘(which) is eaten’.  In the record structures presented below, the node ‘nut1’ (the logical form node corresponding to NOUN2 nut) is the value of the Dsub attribute in the active clause VP1, and the same node ‘nut1’ is the value of the Dobj attribute in the passive clause VP2.


{Segtype    VP





{Segtype    VP

 Nodename   VP1




 Nodename   VP2

 Lemma      "grow"




 Lemma      "eat"

 Head       VERB1 "grows"



 Prmods     AUXP1 "is"

 Psmods     PP3




 Head       VERB3 "eaten"

 SemNode    {Nodename   grow1



 SemNode    { Nodename   eat1


     Pred       grow




      Pred       eat


     SynNode    VP1




      SynNode    VP2 


     Dsub       nut1 }




      Dsub       x1

 Parent     RELCL1}





      Dobj       nut1 }








 Parent     RELCL1}

Figure 89.  Record structures with attribute SemNode, which show the logical

form of VP1 and VP2 in Figure 88 

The logical form level of functional information is available only through parsing the definition.  With access to this level of information, SESEMI can accurately construct semantic frames automatically for very complex syntactic constructions.  Specifically, the logical form even determines the type of semantic relation that is identified.  Consider the pattern which identifies which verbs are associated with the headword (hence, ASSOC-V) and what their semantic relation to the headword is; these verbs and their semantic relations are very important for interpreting NSs, as we saw in Chapter 3.  This pattern can (in part) be paraphrased as:

ASSOC-V pattern: if the constituent is a relative clause, an infinitive clause, a present participle or a past participle and it modifies the hypernym in a noun definition, then apply VERB-ARGS to it and create a semantic relation between the headword and the head(s) of the constituent that is the same as the logical form relation that holds between the hypernym and the constituent.

 This pattern is different from the ones we have looked at so far because it does not specify which semantic relation should be created; VERB-ARGS (described in section 4.3.2) determines which semantic relation should be created by finding which functional relation holds between the hypernym and the elements of the relative or infinitive clause.  By matching the pattern ASSOC-V to RELCL1 in Figure 88 which post-modifies the hypernym NOUN2 nut, SESEMI creates the partial semantic frame in (90) for groundnut (L n):
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Figure 90. Partial SESEMI semantic frame for groundnut (L n)

In Figure 90, two different semantic relations (SUBJECT-OF and OBJECT-OF) are the result of matching ASSOC-V to RECL1.  Given that RELCL1 meets the conditions of ASSOC-V, the VERB-ARGS pattern is called to identify the appropriate semantic relations.  The first part of matching the VERB-ARGS pattern to RELCL1 is to check whether the constituent is coordinated (similar to the NOUN-ARGS pattern).  There are 2 VPs in the Coords attribute of RELCL1 and so VERB-ARGS will be applied to each separately: VP1 and VP2.  For each of the VPs, we will examine the record structure, and the logical form, to determine which functional relation holds between its head and the hypernym, NOUN2 nut.

The record structure of VP1, repeated from Figure 89, is: 

{Segtype    VP

 Nodename   VP1

 Lemma      "grow"

 Head       VERB1 "grows"

 Psmods     PP3

 SemNode    {Nodename   grow1



       Pred       grow




   SynNode    VP1




   Dsub       nut1 }

 Parent     RELCL1}

Figure 91.  Record structure for VP1 in Figure 88 

As we see in the record structure for VP1, the logical form node ‘nut1’ (the node corresponding to the hypernym nut) is the value of the Dsub attribute in the SemNode of VP1.  This directs SESEMI to create a SUBJECT-OF attribute between the headword nut and the head(s) of VP1, namely VERB1 (grow).  In addition, the VERB-ARGS pattern identifies a LOCATION relation between grow and the head of the in-PP, shell.  When a two-pass approach is implemented (see section 4.5), the initial syntactic sketch will be revised to show PP5 under the ground as a post-modifier of VERB1 grow.  From the revised syntactic sketch, SESEMI will be able to identify, not only that groundnuts grow in their shells, but also that groundnuts grow in the ground.

The semantic relation extracted from VP2 ‘(which) is eaten’ also relies crucially on the functional information at the level of the logical form.  In Figure 92, repeated from Figure 89, the logical form node ‘nut1’ is the value of the Dobj attribute in the SemNode of VP2.

{Segtype    VP

 Nodename   VP2

 Lemma      "eat"

 Prmods     AUXP1 "is"

 Head       VERB3 "eaten"

 SemNode    {Nodename   eat1




Pred       eat




SynNode    VP2 




Dsub       x1




Dobj       nut1 }

 Parent     RELCL1}

 Figure 92.  Record structure for VP2 in Figure 88 

Because the node corresponding to the hypernym, nut, is the value of a Dobj relation in the SemNode attribute, the VERB-ARGS pattern creates an OBJECT-OF relation between the headword nut, and the head of the VP, eat.  

All of the semantic relations that SESEMI has identified for the definition of groundnut (L n) are presented in the semantic frame:
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Figure 93. Complete SESEMI semantic frame for groundnut (L n)

4.5  Proposal for incorporating a reattachment component  

Future work will implement a two-pass approach for identifying semantic information in SESEMI
.  The first pass will identify semantic relations in exactly as it has been described in sections 4.3 and 4.4: first, MEG is applied to produce a syntactic analysis of the definition and then patterns are matched to the syntactic analysis.  However, the first pass will use only a subset of all the possible patterns, namely, those patterns which can reliably identify their corresponding semantic relations, e.g., the pattern for hypernyms and the used for pattern (used for INSTRUMENT-FOR.)

The second pass in SESEMI again will call on MEG to provide a syntactic analysis, but this time, a reattachment component (as described by Jensen and Binot 1987) will operate on the initial syntactic analysis in order to produce an improved analysis by establishing the correct attachment of ambiguous constituents, such as coordination.  The reattachment component will use the semantic relations that were identified during the first pass to revise the initial analysis, if necessary.  After the reattachment component operates, SESEMI matches patterns to the revised syntactic analysis.  With this improved information, more semantic relations can be identified by SESEMI; and also some of the relations that were extracted on the first pass can be revised, such as HAS-PART.  This two-pass approach would make it possible for SESEMI to identify both leaves and flowers as values of the HAS-PART relation in the definition of plantain (L n).  

Here is the initial syntactic analysis of the definition of plantain (L n), repeated from Figure 74:

NP1    DETP1     ADJ1*     "a"

       NOUN1*    "type"

       PP1       PP2       PREP1*    "of"

                 AJP1      ADJ2*     "common"

                 AJP2      ADJ3*     "wild"

                 NOUN2*    "plant"

                 PP3       PP4       PREP2*    "with"

                           AJP3      ADJ4*     "wide"

                           NOUN3*    "leaves"

                           PRPRTCL1  VERB1*    "growing"

                                     AVP1      ADV1*     "close to"

                                     NP2       DETP2     ADJ5*     "the"

                                               NP3       NOUN4*    "ground"

                                               CONJ1*    "and"

       ?         ?         ?                   NP4       AJP4      ADJ6*  "small"

                                                         AJP5      ADJ7*  "green"

                                                         NOUN5*    "flowers"

Figure 94. MEG syntactic analysis for plantain (L n)

Based on the initial syntactic analysis of plantain (L n), SESEMI can identify that [plantain] SYMBOL 174 \f "Symbol" (HYPERNYM) SYMBOL 174 \f "Symbol" [plant] and [plantain] SYMBOL 174 \f "Symbol" (HAS-PART) SYMBOL 174 \f "Symbol" [leaf], but not the relation [plantain] SYMBOL 174 \f "Symbol" (HAS-PART) SYMBOL 174 \f "Symbol" [flower].  

In Figure 94, the attachment of NP4 is ambiguous.  Because this analysis will be passed to the reattachment component, the question marks are automatically inserted to indicate where NP4 might alternately have been attached.  By default, NP4 is attached to the nearest NP, i.e. NP3, to form the constituent the ground and small green flowers.  NP4 can also be coordinated with the Head of PP3 to form the constituent wide leaves and small green flowers, or, NP4 can be coordinated with the Head of PP1 to form the constituent common wild plant and small green flowers, or NP4 can even be coordinated with NP1 to form the constituent a type and small green flowers.

One of the heuristics for handling coordination is to check which words are most similar.  In this example, we should check whether flower and ground are more similar than flower and leaf, flower and plant, or flower and type.  To check the similarity, the semantic relations which can reliably extracted during the first pass will be compared.  As we expect, there is evidence to prefer the coordination of flower and leaf to the coordination of flower and ground.

Consider the definitions of flower and plant:

(108a)  flower (L 1,n,1):  ‘the part of a plant, often beautiful and colored, ... ’

(108b)  [flower] SYMBOL 174 \f "Symbol" (PART-OF) SYMBOL 174 \f "Symbol" [plant]

(109a)  plant (L 2,n,1):  ‘a living thing that has leaves and roots, and ...’ 

(109b)  [plant] SYMBOL 174 \f "Symbol" (HAS-PART) SYMBOL 174 \f "Symbol" [leaf, root]

The semantic relations in (108b) and (109b) can be extracted reliably during the first pass.  When we consider the information in (109b) from the perspective of leaf, we see that both leaves and flowers are parts of a plant.  

The closest connection between flower and ground is found through the word grow, namely that flowers are grown (see, e.g., 110) and growing is located on the ground (see, e.g. 111).  

(110a)  garden (L n,1):  ‘a piece of land, often near a house, on which flowers and vegetables may be grown’

(110b)  [garden] SYMBOL 174 \f "Symbol" (LOCATION-OF) SYMBOL 174 \f "Symbol" [grow] SYMBOL 174 \f "Symbol" (HAS-OBJECT) SYMBOL 174 \f "Symbol" [flower]

(111a)  gourd (L n,1):  ‘a type of fruit which is large with a hard shell, and usu. grows on the ground’

(111b)  [gourd] SYMBOL 174 \f "Symbol" (SUBJECT-OF) SYMBOL 174 \f "Symbol" [grow] SYMBOL 174 \f "Symbol" (LOCATION) SYMBOL 174 \f "Symbol" [ground]

Given that there is a direct connection between flower and leaf, and that there is only an indirect connection through grow between flower and ground, the words flower and leaf are judged to be more similar than flower and ground.  Flower and leaf are also more similar than flower and plant.  Even though the PART relation between plant and flower, shown in (108b), is the shortest connection between flower and any of the possible coordinates, this type of relation indicates only a weak similarity.  Words are more similar if they participate in the same type of relations; because both flower and leaf participate in the PART-OF relation with the same value plant, they are more similar.  

Having access to the semantic relations extracted from the on-line dictionary allows the reattachment component to revise the initial syntactic analysis of the definition of plantain (L n).  The improved syntactic analysis will be:

NP1   DETP1    ADJ1*     "a"

      NOUN1*   "type"

      PP1      PP2       PREP1*    "of"

               AJP1      ADJ2*     "common"

               AJP2      ADJ3*     "wild"

               NOUN2*    "plant"

               PP3       PP4      PREP2*    "with"

                         NP2      AJP3      ADJ4*     "wide"

                                  NOUN3*    "leaves"

                                  PRPRTCL1  VERB1*    "growing"

                                            AVP1      ADV1*     "close to"

                                            NP3       DETP2     ADJ5*     "the"

                                                      NOUN4*    "ground"

                         CONJ1*   "and"

                         NP4      AJP4      ADJ6*   "small"

                                  AJP5      ADJ7*   "green"

                                  NOUN5*    "flowers"

Figure 95. MEG syntactic analysis of plantain (L n) after revision by the reattachment component

From this revised syntactic analysis, the following, accurate, semantic information for plantain (L n) can be extracted:
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Figure 96. Proposed SESEMI semantic frame for plantain (L n)

The second pass for SESEMI proposed here will enhance the quality of the semantic information that can be identified in the definitions in on-line dictionaries.  The semantic relations that can be identified reliably on the basis of the initial syntactic analysis are identified on the first pass.  This information is now available to the reattachment component which revises the initial syntactic analysis, if necessary, on the basis of the semantic relations.  Now, SESEMI can apply more patterns to the revised syntactic sketch, which results in more accurate semantic relations.

4.6  Conclusion

We have seen how the structural patterns used by SESEMI make use of syntactic and functional information, both of which are provided by MEG’s initial syntactic analysis and post-process to compute the logical form.  This level of structural detail is not accessible to string patterns and so they could not possibly identify the complex semantic relations that SESEMI produces.  Structural patterns are flexible with respect to how a definition has been expressed, whether as an active or passive clause, conjoined, or modified in any way.  A pattern checks syntactic and functional relations between the elements that identify the pattern, not the string of elements itself.  

Writing patterns in this way treats the dictionary definitions like free text, while still taking advantage of the dictionary structure which partitions a definition into genus and differentiae, and of the recurring words and phrases which convey semantic relations in regular and predictable ways. 

The purpose of SESEMI is to provide an NLP system with the semantic information needed for a particular task.  Chapter 3 showed how the semantic relations are used to automatically compute an interpretation of noun sequences.  We have also seen that the semantic relations provided by SESEMI are useful for improving the  syntactic analysis of coordination, which in turn will allow SESEMI to identify semantic relations even more accurately.  The result of this approach is therefore an integrated NLP system which is poised to analyze free text and extract from it more semantic information than is available in on-line dictionaries.  To develop a grammar specifically for parsing dictionary entries as Alshawi and Slator propose does not serve these more general endeavors.

5  SENS and SESEMI: Results

In this chapter, we will discuss the results of applying the SENS algorithm to a corpus of NSs.  The corpus is divided into a training corpus and a test corpus.  The training corpus contains 171 NSs  that were collected from the examples of NSs in the previous literature and from the tagged version of the Brown University Corpus (henceforth, the Brown Corpus) (see Kucera and Francis, 1967).  The test corpus contains 224 NSs that were collected from the tagged version of the Penn treebank (ACL-DCI 1991).  The results from the test corpus show how robust the rules in SENS are, i.e., how well SENS performs in providing an NS interpretation for previously unseen NSs.

The rules for both SENS and SESEMI were developed using the training corpus.  We therefore can expect the results for the training corpus to be the best.  The system successfully computed the highest score for the best interpretation for 144 of the 171 NSs (84%).  Of the remaining 27 NSs, the most likely interpretation scored second highest 9 times, (5%), and no interpretation at all was given for 3 NSs (2%).  The results are presented in Appendix 1: training results.  Section 5.1 will discuss why SENS cannot always produce the highest score for the best interpretation, even in the training corpus.

The test corpus can be divided into the sources of the Penn Treebank material; material from the Wall Street Journal (henceforth, WSJ) was used, as well as material from the Library of America (henceforth, LOA).  Overall, the system successfully computed the highest score for the most likely interpretation for 122 of the 224 NSs (55%).  Of the remaining 102 NSs, the most likely interpretation scored second highest among the possible interpretations 24 times (11%), and no interpretation at all was given for 15 NSs (7%).  The results for the LOA corpus are presented in Appendix 2: LOA results.  The results for the WSJ corpus are presented in Appendix 3: WSJ results.  In section 5.2 of this chapter, we will see that most of the difference between the training and test corpora is accounted for by two types of errors, missing semantic information and the rule weights; each of these will be discussed in detail.

This chapter will evaluate the results of applying SENS to the training corpus and the test corpus.  In particular, the evaluation will focus on the following categories of errors made by SENS: (1) deficient NS classification schema; (2) incorrect ordering of the possible interpretations, due to either (a) rule weight, or (b) match weight; (3) incorrect semantic information provided by SESEMI, which could be errors due to mis-identification or errors due to not identifying a pattern that is present in the dictionary entry; (4) incorrect syntactic parse of the dictionary definition; (5) deficient semantic information in the on-line dictionary.  

5.1  Results and error analysis in the training corpus
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Figure 97.  Overview of SENS results for the training corpus

The training corpus consists of 171 NSs.  90 NSs were culled from the previous literature, to ensure that all known classes of NSs are handled by SENS.  81 NSs were collected
 from the tagged version of the Brown Corpus, to ensure descriptive adequacy of the SENS classification schema for NSs in unrestricted text, not only textbook examples.  

For 144 of the 171 NSs in the training corpus, SENS computed the highest score for the most plausible interpretation, i.e., SENS gave the correct answer first 84% (144/171) of the time.  As shown in Appendix 1, SENS presents the most plausible interpretation second for 9 of the remaining 27 NSs; taking the first and second highest scoring interpretations into consideration, SENS computes the most plausible interpretation for 89% (153/171) of the training corpus.  

The focus of the training corpus was to discover whether any part of SENS was weak in a systematic and predictable manner.  Since the rules for both SENS and SESEMI were developed primarily using the training corpus, we can expect these results to be the best possible.  However, as we saw in figure 97, there are some NSs for which SENS did not compute the highest score for the most plausible interpretation.  We will now turn to a discussion which describes why SENS could not achieve 100% for the training corpus.  The errors can be subcategorized as: missing SENS class; incorrect weight in either the rules or the matching procedure; SESEMI; the syntactic analysis; the dictionary content itself.  

5.1.2  Incorrect rule weight

In this category, there are NSs for which  SENS has computed the most plausible interpretation, but this interpretation did not score the highest.  In the course of developing SENS, NS interpretations fall into and out of this category, as the weights of the rules and the matching procedure are modified.  The NSs that remain in this category are those for which it was not possible to bias the weights towards the most plausible interpretation without changing the scores for other NSs.  

In general, both the rules and the matching procedure reward connections that are direct, i.e., where the noun directly matches the dictionary information, or the connections are specific.  For example, the semantic relation LOCATION-OF is quite specific in its meaning, while HAS-OBJECT is much less specific (see section 3.1.5 for more discussion of specific vs. non-specific relations).  

The NS chocolate bar is one of the NSs for which the most plausible interpretation was computed, but it did not score the highest.  The four highest scoring SENS interpretations of chocolate bar are shown in figure 98, arranged from highest to lower scores.

(1)

What is the bar for?

The score is: 8   and the underlying verb is: sell

The paraphrase is: bar which is the location for selling chocolate

best senses of chocolate are: (a cupful of) a drink made from hot milk (and water) mixed with this powder

best senses of bar are: (room with) a counter  where alcoholic drinks are sold

(2)

What kind of bar is it?

The score is: 8

The paraphrase is: bar which is a chocolate

best senses of chocolate are: a variable usu. brownish grey colour

best senses of bar are: a narrow band of colour or light

(3)

What is the bar for?

The score is: 7   and the underlying verb is: serve

The paraphrase is: bar which is the location for serving chocolate

best senses of chocolate are: a solid sweet usu. brown substance made from the crushed seeds of a tropical American tree (cacao) 

best senses of bar are: (room with) a counter  where food and drinks are served and eaten

(4)

What kind of bar is it?

The score is: 7

The paraphrase is: bar which is a chocolate

best senses of chocolate are: a solid sweet usu. brown substance made from the crushed seeds of a tropical American tree (cacao) 

best senses of bar are: a piece of solid material that is longer than it is wide

Figure 98.  SENS interpretations of the NS chocolate bar 

The first interpretation of chocolate bar, namely a bar which is the location for selling chocolate, is the result of a very specific connection
.  The semantic frame for the sense of bar that was used for this interpretation is shown in figure 99.
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Figure 99.  Semantic frame for the definition of the noun bar (L n,10a)

The most plausible interpretation of chocolate bar, namely, ‘What kind of bar is it?’ (the fourth interpretation in 98) has only the second highest score, 7.  This interpretation scores lower because the ‘What kind is it?’ rule tests the semantic relation HYPERNYM, which is not very specific, and the matching procedure finds only an indirect match.  The connection between chocolate and bar is through the HYPERNYMs, substance and material, respectively, extracted from the following definitions:

(112)  chocolate (L n,1):  ‘a solid sweet usu. brown substance made from the crushed seeds of a tropical American tree (cacao)’

(113)  bar (L n,3):  ‘a piece of solid material that is longer than it is wide’

The matching procedure cannot find a direct match between chocolate and bar, nor between their HYPERNYMs substance and material.  It does, however, find an indirect match, given the nature of the two hypernyms.

Despite the restricted defining vocabulary used in LDOCE, which consists of approximately 2,000 words, there is still considerable variability in how definitions are expressed.  In (112) and (113), we see that two words are used as HYPERNYMs, substance and material, but these words are members of a set of words, {substance material matter}, whose definitions (i.e., the HYPERNYMs) form a loop, or near-loop.  Substance (L n,1) has as its HYPERNYMs material and matter, while matter (L n,1) has material as its HYPERNYM.  Although the definition of material (L n,1) does not point back to either substance or matter, it is also the case that no HYPERNYM at all can be identified for its definition:

(114)  substance (L n,1):  ‘a material; type of matter’

(115)  matter (L n,1):  ‘the material which makes up the world and everything in space ...’

(116)  material (L n,1):  ‘anything from which something is or may be made’

Based on the observation that some words are tightly linked through loops
, or near-loops, in their HYPERNYMs, the matching procedure allows an indirect match if the words are members of the same set.  In our example, the HYPERNYMs of both chocolate and bar are members of the set {substance material matter} and so a match has been found, but with a low weight, i.e. 3 (out of a possible 5).  

The rule score not only reflects the specificness of the semantic attributes, but also, in special cases, whether the sense is metaphoric.  Consider the effect of metaphor when interpreting the NS department head.  The question which the modifier noun department best answers is:  ‘Who or what is the head in charge of?’.  As described in Chapter 3, section 3.1.3.2, this interpretation is the result of a rule which tests whether there is +HUMAN head noun (or its hypernym), in which case, the ‘Whom/What?’ rule associates the head noun with the verb be in charge of.  This rule is restricted to the first of the senses of the head noun; other rules which test the +HUMAN feature are similarly restricted.  This restriction is necessary because there is a large class of words, at least in English, which extend aspects of their core meaning to a subsequent, human, sense, and their +HUMAN senses are therefore metaphorical.  The senses of head in (117) and of hog in (118)  are some examples:

(117a)  head (L n,1):  ‘the part of the body which contains the eyes, ears, ... ’

(117b)  head (L n,4):  ‘a ruler or leader, esp. a headmaster’

(118a)  hog (L n,1) :  ‘a pig, esp. a fat one for eating’  

(118b)  hog (L n,3):  ‘a dirty person who eats too much’

Although SENS is designed to treat each of the senses of the head and modifier nouns equally, the rules which test +HUMAN can only compute a high score if the +HUMAN feature is found on the first sense
.  This restriction prevents SENS from computing the most plausible interpretation for department head, given that the +HUMAN sense of head is not the first of head’s senses.  If we were to relax this restriction, SENS would compute for market hog the interpretation:  ‘Who or what is the hog in charge of?’, an interpretation which might be the most plausible within the context of Wall Street, but not at all plausible outside that context.  Although the word head itself does not satisfy the conditions of the rule, +HUMAN words which have head as their hypernym do, as in the NS railroad president.  

These examples illustrate that determining the rule weight takes into account many factors, among which is the semantic attribute which the rule tests and the nature of the sense.  The interpretation of a few NS (e.g. the NSs described above: chocolate bar and department head) is sometimes sacrificed in order to compute the most plausible interpretations for the majority of NSs.  This is because the rule weights are fixed in SENS, and not, for example, sensitive to the ordering of the senses being processed; taking sense ordering into account will be pursued in future research..  

5.1.3  SESEMI 

In this section, we will discuss cases where the syntactic analysis of the definition string is correct, but SESEMI has identified incorrect information or has failed to identify any information.  The general method for improving the quality of the semantic relations has already been described in section 4.5; here, we describe specifically the improvements to the semantic relations identified from the definitions of wall (e.g., in the NS stone wall) and shoe (e.g., in the NS alligator shoe).

First, consider the definition of wall (L n,1): 

(119)  wall (L n,1):  ‘an upright dividing surface (esp. of stone or brick) ... ’

The information we expect SESEMI to identify is that the wall is made of stone or brick, i.e., [wall]  [river] can be correctly extracted:
 (PART-OF)  [bird, turtle] and [bed]  (PART-OF)  [stone, brick].  Given only syntactic information, PART-OF is the best choice of relation, since the preposition of conveys a PART-OF relation more frequently than other relations.  Consider the definitions of beak and bed, from which the relations [beak]  (PART-OF)  [stone, brick].  Instead, SESEMI identifies the relation [wall]  (MATERIAL) 
(120)  beak (L n,1):  ‘the hard horny mouth of a bird, turtle, etc.’

(121)  bed (L n,5):  ‘the course of a river or the hollow in which a sea lies; bottom’

When a two-pass approach has been implemented, as described in Chapter 4, section 4.5, SESEMI will correctly identify a MATERIAL relation, namely [wall]  [stone, brick], instead of the PART-OF relation.  During the first pass, SENS will identify that the HYPERNYM of stone is material.  The second pass will identify that the of-PP ‘of stone or brick’ is a MATERIAL given that of followed by any type of material conveys a MATERIAL relation
.  With the information that a wall is made of stone or brick, the NS stone wall will be correctly interpreted as ‘a wall which is made of stone’. 
 (MATERIAL) 
Consider now the definition of shoe (L n,1): 

(122)  shoe (L n,1):  ‘an outer covering for the human foot, usu. of leather and having a hard base (sole) and a support (heel) ... ’

Given the initial syntactic analysis of this definition, in which the PP usu. of leather post-modifies the noun foot (and not covering), SESEMI cannot identify any semantic relation between covering and leather, nor can it give the appropriate label to that relation.

A two-pass approach will include a re-analysis of the initial syntactic sketch, by accessing a limited amount of semantic information.  During a second pass, it will be considered whether the PP usu. of leather is more likely to be attached to foot or to covering.  Given that on the first pass, covering often has a MATERIAL relation
, the PP usu. of leather will be attached to covering during re-analysis.  This PP attachment allows SESEMI to identify the following relation: [shoe]  [leather].  With the information that shoes are made of leather, the NS alligator shoe will be correctly interpreted as ‘a shoe which is made of alligator’ because alligator is a kind of leather (see alligator (L n,2), and shoes are made of leather.
 (MATERIAL) 
5.1.4  Syntactic analysis

For two NSs, disease germ and horse doctor, SENS could not compute the best interpretation because the syntactic analysis of the relevant definitions was incorrect.  Consider the following definition:

(123)  germ (L n,1):  ‘a very small living thing which cannot be seen but may live on food or dirt or in the body, so causing disease’

In (123), the ing-form causing is the source of trouble for the syntactic analysis.  We expected a CAUSE-Of relation to be identified in the definition of germ (L n,1), with disease as its value.  The rule in SESEMI for identifying a CAUSE-OF relation requires that either a relative clause, infinitive clause, or present participle clause has the lemma cause as its head, and that there is an object in that clause.  However, the syntactic analysis of this definition fails to analyze the string so causing disease as a present participle clause , analyzing the string instead as a noun phrase with disease as its head, and causing as an adjective pre-modifier; see figure 100.  


          NP5       AJP4      AVP2      ADV2*     "so"

             
                       ADJ6*     "causing"

                           NOUN6*    "disease"


Figure 100.  Excerpt of the syntactic analysis of germ (L n,1)

The reason for this is the ambiguity in English between the adjectival ending -ing and the present participle.  Even in the context of parsing dictionary definitions, it is not possible to predict which is the most appropriate.  In the definition of broadsword (L n), e.g., the adjectival form is the correct one; and in (125), both the adjectival and participal readings of the -ing suffix are possible:

(124) broadsword (L n): ‘a sword with a broad flat cutting blade, ... ’

(125) brazier (L n):  ‘a container for burning coals’

Now consider the definition of doctor:

(126)  doctor (L n,2):  ‘a person whose profession is to attend to sick people (or animals)’

In the syntactic analysis of doctor, in (126), the parentheses are the source of trouble.  In most cases, the constituent in parentheses should be coordinated with the constituent immediately preceding, and, the syntactic analysis succeeds in analyzing most of these parentheticals correctly.  The analysis of the definition of doctor (L n,2), however, is a fitted parse, consisting of two noun phrases, the first a person whose profession is to attend to sick people and the second (or animals), from which the relation [doctor]  [animal] is mistakenly extracted.
 (HYPERNYM) 
5.1.5  Dictionary content

Figure 97 above shows that SENS failed to compute the best interpretation for as many as 12 NSs (7%) because the relevant semantic information was missing.  This could pose a serious problem for SENS because one of the premises of this thesis is that an on-line dictionary does contain the semantic information relevant for interpreting NSs.  In this section, I will show that, in most cases, this problem does not persist when multiple on-line dictionaries are available as the source of semantic information.  The necessary semantic information can also be found by exploiting the example sentences and by exploiting other dictionary content.

The semantic information on which the results in this thesis are based was derived from the Longman Dictionary of Contemporary English, a learners’ dictionary.  As a learners’ dictionary, LDOCE does not always include all of the possible senses of a word; e.g., the most appropriate sense of flick (i.e., a movie) in the NS disaster flick is not available in LDOCE, but it is in American Heritage Dictionary, Third Edition (henceforth, AHD3).  Similarly, the sense of period as a type of punctuation mark is typically American English.  If the results had been based on AHD3, the NS period mark would have been analyzed correctly as ‘What kind of?’, given that period has a HYPERNYM mark, according to the AHD3 sense of period: ‘a punctuation mark (.) indicating a full stop, ...’  

Secondly, we may also consider the example sentences.  In this study, we have only made use of the semantic information which can be identified in the definition strings of an on-line dictionary, but the example sentences also contain much lexical information.  Extracting this information from the example sentences is different from extracting the information from definitions.  In definitions, the function of the word being defined is known, i.e., it can substitute for the hypernym, and the semantic relations are found by traversing the tree from the root node to its leaves.  In example sentences, esp. for nouns, the function of the word being defined is not predictable, and so the semantic relations would have to be found by progressing from the leaves to the root.  Extracting semantic information from example sentences remains therefore an area for future research.  

As an example, consider the NS coalition government, for which the desired classification is ‘Who or what governs?’.  SENS cannot compute this interpretation for coalition government because there is no subject-verb connection through the definitions of coalition and government or its related verbs, govern and rule.  However, the example sentence for coalition (L n,2), ‘During the war Britain was ruled by a coalition’, does show that coalition has a SUBJECT-OF relation with rule as its value, and so, with information from the example sentences, SENS can compute the correct analysis for coalition government.

Next, we will consider exploiting the content of the dictionary as a whole.  Within the scope of this thesis, SENS is limited to the semantic information identified in the entries of the head noun, the modifier noun, and the entries for their hypernyms.  With this amount of information, SENS successfully computed the highest score for the most likely interpretation for 84% of the training corpus.  This information, however, is limited with respect to the dictionary as a whole: semantic information for a particular word is found, not only in the definitions for that word and its hypernyms, but also in all other definitions that mention that word (see Dolan et al., 1993).  

Consider the noun firm, which participates in two NSs in the second training corpus: camera firms and investment firms.  The definitions of the noun firm and of its hypernym company are:

(127)  firm (L n):  ‘a business company’

(128)  company (L n,8):  ‘a group of people combined together for business or trade; firm’

Neither of these definitions indicates that there are any related verbs associated with firm or company.  However, if we consider all the definitions which mention the word firm, we do find that there are related verbs for the noun firm.  The verb most frequently associated with firm is supply, found in the following definitions:

(129)  caterer (L n):  ‘a person or firm hired to supply food and drinks ... ’

(130)  purveyor (L n):  ‘a seller or firm that supplies food to a large group’

(131)  supplier (L n):  ‘a person or firm that supplies something, esp. goods’

The definition of caterer (L n) provides evidence that firm has a PURPOSE relation with supply as its value, and the definitions of purveyor (L n) and supplier (L n) show that firm has a SUBJECT-OF relation with supply as its value.  If there were a PURPOSE and/or SUBJECT-OF relation associated with the noun firm, SENS could compute the most plausible interpretation for camera firms and investment firms, shown in (132) and (133).

(132)  camera firms
Who or what does the firm supply?

The paraphrase is: the camera(s) is/are supplied by the firm

(133)  investment firms
Who or what does the firm supply?

The paraphrase is: the investment(s) is/are supplied by the firm

Consider, however, the NS oil crisis.  The definition of oil, (134), also does not specify any related verbs (i.e., role nominal information).

(134)  oil (L n,1):  ‘any of several types of fatty liquid (from animals, plants, or under the ground) used for burning, for making machines run easily, also for cooking’

Expanding  the semantic information to include not only the definition of the word oil itself, but also the definitions which mention oil, we find that oil is the typical object of several verbs, among which are sell and produce (shown in 135) and get (shown in 136).  However, oil is also the typical object of other verbs, inappropriate for interpreting the NS oil crisis; see the definitions in (137) and (138).

(135)  oilman (L n,1):  ‘a man who produces or sells oil’

(136)  oilrig (L n,1):  ‘an apparatus for getting oil from underground, esp. from land that is under the sea’ 

(137)  dipstick (L n,1):  ‘a stick used for measuring the depth of liquid in a container, esp. for measuring the amount of oil in a car's engine’

(138)  stove (L n,1):  ‘an enclosed apparatus for cooking or heating which works by burning coal, oil, gas, etc., or by electricity’

For NSs like oil crisis, where there is no verb that is significantly related to the noun, and for which SENS does not provide any interpretation, we may be able to appeal to the context in which the NS appears in order to find the verbs which are significantly related to the noun; this direction can be pursued in future research.

Finally, we must consider the errors in SENS which have been categorized as missing dictionary content, but for which it would be more accurate to say that the dictionary content is too indirect to be used in the matching procedure.  Consider the NS sugar cake; the most appropriate sense of cake in this NS is (139), and the semantic relations for cake (L n,1) are shown in figure 101.

(139)  cake (L n,1):  ‘a food made by baking a sweet mixture of flour, eggs, sugar, etc.’
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Figure 101.  Semantic frame for the definition of the noun cake (L n,1)

As we see in figure 101, the word sugar is the value of the MATERIAL relation, however, this MATERIAL relation is too deep into the semantic frame for cake (L n,1) to satisfy the ‘Made of what?’ rules.  If we had used the AHD3 definition of cake, i.e., cake (A3 n,1), then SENS would have computed the highest score for a ‘Made of what?’ interpretation of sugar cake, because the MATERIAL relation in the AHD3 definition is at the top level in the semantic frame, shown in figure 102.  (Even though the word sugar is not mentioned in this definition, the ‘Made of what?’ interpretation of sugar cake gets a high score because sugar has a +MATERIAL feature and cake has a MATERIAL relation.)

(140)  cake (A3 n,1):  ‘a sweet baked food made of flour, liquid, eggs, and other ingredients, and usually served in rectangular, square, or rounded layer form’
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Figure 102.  Semantic frame for the definition of the noun cake (A3 n,1)

In LDOCE, the word cake is defined in terms of how it was created, whereas in AHD3, it is defined in terms of its constituents
.  If it were possible to predict the manner in which definitions are formulated in a particular dictionary, then the matching procedure could allow a match at a lower level, without producing false matches.  However, it is common that the definitions of even a particular dictionary have been formulated differently (see Vossen and Copestake, 1994, p.272).  For example, the definition of blanket, (141), expresses the material relation in the differentiae (in italics) and the purpose (functional property) in the hypernym (in boldface); in contrast, the definition of carpet, (142), expresses the purpose in the differentiae (in italics) and the material in the hypernym (in boldface).

(141)  blanket (L n,1):  ‘a thick esp. woollen covering used esp. on beds to protect from cold’

(142)  carpet (L n,1):  ‘heavy woven often woollen material for covering floors or stairs’

For the NS pendulum clock, SENS also fails to compute the most likely interpretation, ‘What are the parts of clock?’, because the dictionary information of pendulum is too indirect.  The definition of pendulum, (143), does not formulate the relation between pendulum and clock in terms of part and whole, but rather in terms of function, namely that a pendulum controls the working of a clock.

(143)  pendulum (L n,2):  ‘a rod with a weight at the bottom, used to control the working of a clock’

Of the twelve NSs categorized as missing dictionary content in the training corpus, only two cannot be analyzed because the semantic information is completely lacking, even taking expanded resources into account.  First, consider the NS gin saw; (144) is the complete sentence in the Brown Corpus from which this example was collected.

(144)  Cotton Belt Gin Service, Inc. of Dallas makes gin saws and started here 14 years ago.

I believe that the most plausible interpretation is ‘What is it part of?’.  Given that a gin (as the synonym of cotton gin) is a machine which separates seeds from cotton, one could imagine that one part of a gin must be a small saw to cut away the cotton seeds.  In both LDOCE and AHD3, the hypernym of saw is tool.  There is no evidence that a tool can be a part of a machine, and so the ‘What is it part of?’ interpretation cannot be computed.

The second NS for which SENS cannot produce an interpretation is law degree; even in the AHD3 definitions, the connection between degree and law is too complex for a matching procedure.  Consider the definitions of law and degree, in (145) and (146), respectively:

(145)  law (A3 n,7a):  ‘the science and study of law; jurisprudence’

(146)  degree (A3 n,10a):  ‘an academic title given by a college or university to a student who has completed a course of study’

By combining these two definitions, a paraphrase of law degree might be: ‘the degree which is given to a student who has completed the study of law’.  A reasonable classification is ‘What is it for?’, but the definition of degree lacks any expression of a PURPOSE relation.

5.2  Results and error analysis in test corpora

In order to evaluate the results of SENS for broad-coverage text, we present the results of applying SENS, without modification, to two test corpora.  These corpora were extracted from the tagged Library of America texts (LOA) and the tagged Wall Street Journal texts (WSJ) (Penn Treebank, 1991, t directory and dj directory respectively).  LOA represents a fairly general type of text, whereas WSJ is less general, dealing mostly with financial terminology.  Because LDOCE contains general word senses, SENS is biased towards LOA, and so we expect SENS to produce better results for LOA than for WSJ.  Figure 103 provides an overview of the results for the two test corpora: test LOA and test WSJ.
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Figure 103.  Overview of SENS results for the test corpora, and for comparison, the results of the training corpus

Before discussing the results in detail, we should see these results in the context of the task.  The task that SENS must perform is to choose the correct interpretation from the fourteen possible NS classes.  Although the results of the test corpus are much lower than for the training corpus, SENS is still choosing the best interpretation for 54 - 55% of the corpus.

If SENS picked an interpretation at random, it would have a 7% chance of picking the correct interpretation (i.e., 1/14 chance).  In practice, SENS never picked three of these fourteen classes
, and so the random chance really is 9%, i.e., 1/11 chance.  As figure 103 shows, SENS performs far better than random.

Another estimate of accuracy is to measure how often the most frequent interpretation is correct.  For LOA, the most frequent interpretation is ‘What for?’, and it is the correct interpretation for 29% of the corpus.  For WSJ, the most frequent interpretation is ‘Whom/what?’ and it is the correct interpretation for 21% of the corpus.  Given that SENS picks the correct interpretation for 53% of the LOA test and 52% of the WSJ test, it is clear that SENS performs approximately twice as well as choosing the single most frequent interpretation.

Now we will turn to an analysis of SENS’ results for the two test corpora, with special attention to the difference in types of errors; the results for the two corpora are given in appendix 2 and 3.  Figure 103 is repeated here for ease of reference.
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Figure 103.  Overview of SENS results for the test corpora, and for comparison, the results of the training corpus

Turning our attention to the categorization of SENS errors, we notice that there are only small differences in the categories of incorrect match weight, SESEMI and the parse; the errors in these categories can not be discussed in detail until a larger corpus is available.

There are two error categories for which evidence is found in the test corpora, but not in the training corpus: missing rule and missing class.  First, consider the NSs which are in the category of missing rules: there are a total of seventeen NSs which are in this category and the correct interpretations for these NSs fall into six different SENS classes.  This is not unexpected, since SENS had been exposed to only 171 NSs prior to the test corpora.  If we added one additional rule for each of the six classes, SENS would compute the correct interpretation for ten of the seventeen NSs.  The new rules address configurations of semantic relations which have not yet been encountered.  The rules that need to be added do not depart significantly from the existing set of rules and it would be easy to incorporate them into SENS.  Whether the percentage of errors due to missing rules remains the same, after SENS has been exposed to 395 NSs (the total of test and training corpora), remains an open question, as well as, whether the new rules would affect the interpretations currently produced by SENS.

Secondly, consider the five NSs which are in the category of a missing class.  In LOA, the NS tree proportions falls in this category.  In WSJ, four NSs fall into this category, budget deficit, package price, plastics price, and shares price.  Neither of these NSs, tree proportions, budget deficit, or (package/plastics/shares) price, are comparable to any NS described in the previous literature on NSs or to any NS encountered in the test corpora.  It is interesting that these NSs might all fall into the same class.  The head nouns proportion, price, and amount, the hypernym of deficit, have in common that they are a measure of the modifier noun; the tree is measured according to its proportions, the budget according to its shortfall, and the package or plastics are measured according to their price.  Based on these observations, we will posit a MEASURE-OF class for inclusion in the SENS classification schema, with the corresponding question ‘Who or what is being measured (according to the head noun)?’.

5.2.1  Incorrect rule weight

In this section and the next, we will focus on how the types of errors differ between the two test corpora.  As noted above, we expect SENS to produce better results for LOA than for WSJ because LOA contains more general types of text and SENS is biased towards more general word senses, given that the on-line dictionary is LDOCE.  Contrary to expectations, the percentage of the highest scoring interpretation being correct is approximately the same for the two test corpora: 55% of the LOA test and 54% of the WSJ test.  The difference  is more noticeable when the second highest scoring interpretations are considered.

 In the LOA test, there are fourteen NSs whose best interpretation scores second highest in SENS (see appendix 2: LOA results).  Of those fourteen NSs, twelve fall into the error category of incorrect rule weight.  It is noteworthy that this is the category for which the results in LOA show a much larger error percentage than in WSJ: in LOA, 19% of the errors are due to incorrect rule weight, whereas in WSJ, only 10% of the errors are due to incorrect rule weight.  If the rule weights could have been adjusted so that SENS would compute the correct interpretation first for all fourteen second highest scoring NSs, then the error rate due to incorrect rule weight would be reduced to 8%, which is closer to the error rates for this category in the training corpus.

In total, twenty NSs failed because of incorrect rule weight.  Among the interpretations for these twenty NSs, there are some which systematically score higher than the desired interpretations.  For example, the ‘What about?’ interpretation often scores higher than the more plausible ‘Whom/what?’ interpretation.  Part of the problem is the ambiguity between deverbal nouns and other nouns, and establishing the best rule weight should take this difference into account.  Without conditioning the rules on deverbal morphological information, it is not possible to differentiate the interpretations of the NSs appropriations bill and milk production
; currently, both are interpreted as ‘What about?’.  It seems that for nouns which could be deverbal with a zero suffix, e.g. bill in the NS appropriations bill, only the noun senses should be used; and so the best interpretation for appropriations bill is indeed ‘What is the bill about?’.  Other nouns which are deverbal with an overt suffix, e.g., production, in the NS milk production, seem to favor their verb senses; the best interpretation for milk production is ‘Who or what is produced?’.  These preferences would not be difficult to implement in SENS and they would improve the results.

There are two interpretations, ‘Whose?’ and ‘Where?’, which are systematically chosen instead of the correct ‘What for?’ interpretation; this accounts for seven of the twenty NSs which failed due to incorrect rule weight.  The NSs baby food and party food score highest for a ‘Whose?’ interpretation, and the NSs flood insurance and storage container, for example, score highest for a ‘Where?’ interpretation.  For none of these NSs is it the case that a match is found; these interpretations are based only on the presence of the +HUMAN feature on the modifier nouns baby and party, and on the presence of the +LOCATION feature on the modifier nouns flood and storage.  However, the head nouns all have a PURPOSE attribute, and while there may not be a match between the value of the PURPOSE attribute and the modifier noun, the ‘What for?’ rule should give more weight to a head noun with a PURPOSE attribute than it currently does.

The other errors due to incorrect rule weight do not fall into groups as coherent as the ‘What about?’ vs. ‘Whom/what?’ variation and the missing ‘What for?’ interpretations discussed above.  In Chapter 3, I had expressed the hope that the weights for each rule would not need to be changed after the initial training phase, i.e., that the correct balance of the weights would have been found after the training phrase.  The results of the LOA test show that the training corpus was not enough data to correctly establish the relative rule weights, if such a balance is possible.  An interesting experiment, though outside the scope of this thesis, would be to compute rule weights statistically.  Based on a corpus of NSs which have been classified manually
, one could compute the rule probability by counting the number of times the rule contributes the correct interpretation  and the total number of times the rule succeeds.  The rule probabilities would then simply replace the heuristic rule weights.  If it proved that the statistically determined rule weights improved the results of the training and test corpora, then we would pursue that approach in extensions of the current work.

5.2.2  Dictionary content

When we consider the category of errors due to missing semantic information, the results are as anticipated.  We expected that the errors due to missing semantic information would be greater for WSJ than for LOA because WSJ represents text from a predominantly financial domain, and so the relevant financial senses of words might not be available in a general learners’ dictionary, such as LDOCE.  In WSJ, the errors due to missing semantic information account for 16% of the corpus, while in LOA, such errors account for 13% of the corpus.  The percentage of missing semantic information errors in the LOA test, 13%, is still higher than the 7% found for the training corpus, but clearly, the results for WSJ are double that of the training corpus.

In WSJ, nineteen NSs were counted as errors due to missing semantic information (see appendix 3: WSJ results).  The semantic information in AHD3 would have allowed SENS to interpret correctly another five NSs in this category, without modifications to either SESEMI or to the rules in SENS
.

Nine NSs can be correctly interpreted if semantic information is used not only from the definitions of the head and modifier nouns and their hypernyms, but also from the definitions that mention those words.  Seven of these nine NSs have a head noun that is, or is related to, the noun firm.  In section 5.1.5, we described how various dictionary definitions show the relation [firm]  [supply]; with this information, seven of the nine NSs can be correctly interpreted
.  The remaining two NSs marble fountain and school clothes can be interpreted with semantic information identified in the definitions of marbles and uniform, respectively.
 (SUBJECT-OF) 
(147)  marbles (L n,2):  ‘a set of sculptures made of marble’

(148)  uniform (L n):  ‘a certain type of clothing which all members of a group wear, esp. in the army, a school, or the police’

Five NSs remain in the category of missing semantic information.  Three NSs cannot be accounted for given the semantic information in LDOCE and AHD3: ad spenders, magnet technique, and market gyrations
.  For the NS practice product, the modifier noun practice may either have a missing noun sense, or the semantic connection is again too distant.  Of the senses given for the noun practice, the following definition seems to be the most relevant, if any:

(149)  practice (L n,):  ‘(a) (regularly) repeated performance or exercise in order to gain skill in some art, game, etc.’

This sense of practice seems most appropriate when practice is the head noun, as in the NSs basketball practice and flute practice.  Only if the noun performance, the HYPERNYM of practice, is interpreted as a generic verb, and the verbs most frequently associated with product are taken in consideration, namely make and sell, can the NS practice product be interpreted as ‘a product for practicing to make or sell (products)’.  This interpretation is currently not within the capabilities of SENS.

In this section, we have considered additional sources of semantic information: the dictionary as a whole, example sentences, the AHD3.  Another source of semantic information is to examine other entries in the dictionary which might be similar to the NS under analysis.  

Consider the NS compound yield.  None of the senses of compound in LDOCE or AHD3 are appropriate to interpret compound yield.  There are, however, several NS entries in AHD3 with compound as their modifier noun, among which is the entry for compound interest, in (150):

(150) compound interest (A3 n):  ‘interest computed on the accumulated unpaid interest as well as on the original principal’

There is a semantic connection between yield and interest because a yield is profit, and money is the HYPERNYM of both profit and of interest.  The semantic similarity between the NSs compound interest and compound yield may suggest an interpretation to the reader, but how the interpretation of compound yield can be constructed automatically remains an open question.

5.3  Conclusion

In this chapter, we have discussed in some detail how well SENS performs.  We used both a training corpus and test corpora.  The training corpus was used to develop the rules and to develop the rule and match weights for SENS.  This corpus consisted of NSs which had been discussed in the previous literature on NSs, to ensure that all the known classes of NSs would be represented, and NSs which had been collected from the Brown Corpus, to ensure that the classes used in SENS were adequate for classifying NSs in real text.  

Analysis of the results for the training corpus shows that SENS succeeds in computing the highest score for the most plausible interpretation for 84% of the training corpus.  This is a significant result, especially when we consider that the task is to choose one of fourteen possible interpretations; if SENS chose at random, it would do no better than 7%.  While if SENS always chose the most frequent interpretation, it would do no better than approximately 25%.

The errors that can be made by SENS fall into the following categories: missing SENS class, missing rule, incorrect rule weight, incorrect match weight, SESEMI, parse of the definitions, and missing semantic information.  Examination of the errors in the training corpus reveals that the errors in some categories represent only a small percentage of the total number of errors.  The errors due to incorrect rule weight and missing semantic information are of more consequence.

 The errors due to missing semantic information are potentially the most damaging to the position taken in this thesis, namely, that there exists enough semantic information in on-line dictionaries to interpret NSs automatically.  Analysis of these errors, however, shows that although the relevant semantic information could not always be found in the definitions of the head noun and the modifier noun, this information can in many cases be found elsewhere in an on-line dictionary or in another dictionary.  To exploit the information conveyed in the example sentences and in the definitions which mention the head and modifier nouns is encouraging, but beyond the scope of this thesis.  Also, these tests have been limited to the semantic information available in LDOCE, but LDOCE is a learners’ dictionary of predominantly British English and so we cannot expect to find the relevant senses of American English usage or of specialized terminology.  Once all of the resources of on-line dictionaries are available, we expect SENS’ coverage to be higher and its performance even better.

In order to further evaluate how well SENS performs after training, we used two test corpora.  The LOA test was extracted from the Library of America texts, and the WSJ test was extracted from the Wall Street Journal texts, both available on the ACL-DCI CD-ROM1.  The purpose of using test corpora was to evaluate SENS’ performance on previously unseen text, i.e., without the benefit of modifying the rules and/or weights to correct errors.  The results of these tests are also good, though less good than the results for the training corpus.  SENS succeeds in computing the highest score for the most plausible interpretation for approximately 55% of the test corpora (compared to 84% of the training corpus).  These results are much better than random, and considerably better than always choosing the most frequent interpretation.

Again, the errors in the categories of incorrect match weight, SESEMI, and the syntactic parse of the dictionary, were small and were found in the same percentage as those in the training corpus.  There were some NSs which fell into the missing class category; it is interesting that they seem to fall into the same class, which we hypothesize might be MEASURE-OF.  In addition, there were several errors in the category of missing rule.  Without processing more text, it is hard to evaluate whether the number of errors in these categories will diminish, or whether the problem is persistent.

There are two categories which account for most of SENS’ errors in the test corpora: missing semantic information and incorrect rule weight.  The first category, missing semantic information, will benefit greatly from exploiting more than one dictionary, as well as exploiting the on-line dictionary as a whole; as mentioned above, the example sentences and other definitions besides that of the head and modifier noun contain much relevant semantic information.  A close look at the semantic information that exists for those nouns in NSs which initially fail because of missing semantic information supports the position taken in this thesis, that there is enough semantic information for automatically interpreting NSs.

The category that appears to show persistent problems is that of incorrect rule weight.  While discussing the results of the training corpus, we saw that it was not possible to remove all of the errors due to incorrect rule weight; correcting some errors meant sacrificing other, good, interpretations.  We hoped that a balance of rule weights could be found that would maximize the number of correct interpretations and minimize the number of errors.  Such a balance has proved elusive, given the number of errors in the LOA test due to incorrect rule weight.  Although the percentage of errors in this category for the WSJ test is much less, we expect the percentage to be as high as in LOA as more relevant semantic information becomes available for the words in the WSJ corpus.  In light of these results, assigning weight to each rule deserves the greatest attention in further studies of automatically interpreting NSs.

To conclude, SENS succeeds in automatically computing the best interpretation of an NS for most of the corpora studied.  This success supports the main claim of this thesis, namely that the relevant semantic information for interpreting NSs can be identified  automatically in an on-line dictionary.  This finding is of significant value to the field of NLP because it shows that laborious handcoding of semantic information is not a strict requirement for at least one major type of semantic processing in NLP.

6  Review and future work

The stated goal of this thesis is to explore how NSs in unrestricted text can be interpreted automatically.  The general goal is to explore whether the semantic information than can be identified automatically in on-line dictionaries is sufficient for a task that requires detailed semantic information.  NSs were chosen as a topic because their interpretation is only possible given semantic information; it is not recoverable from purely syntactic and/or morphological analyses.  

The system that was designed for this task makes several implicit claims.  Each claim is associated with the topic of each of the chapters.  These will be reviewed in the following sections.

6.1 SENS: the classification schema

First is the claim that a schema for classifying NSs can be constructed which is sufficiently general to classify previously unseen NSs.  In order to construct a classification schema, the previous literature on NSs was consulted, and, since none of the schemas proved sufficient for classifying all of the NSs that had been discussed in the literature, a new classification schema was developed for this study.  Certain NLP applications require a more fine-grained analysis of NSs than offered in SENS (e.g., the Boeing NLP project, Heather Holmbeck, personal communication).  By ensuring that SENS covers at least the classes discussed in the literature, I intend for SENS to be a general system which can provide the basic NS interpretation.  SENS’ general rules can be modified as needed by any particular application, provided the information used in the rules can be made available.

The SENS classification schema has fourteen NS classes, which are formulated as wh-questions.  The possible NS relations can be viewed as a set of basic wh-questions, which, in some cases, are formulated by including the verb(s) conceptually associated with the head noun.  The entire NS can be classified according to which wh-question the modifier (first noun) best answers.  There is a conventional name for each wh-question; for example, the ‘What for?’ relation is conventionally called PURPOSE.  The goal of classifying NSs according to wh-questions is not to introduce new terminology, but rather to provide a test for choosing the most likely interpretation.  The previous literature did not offer any tests for NS classification.  Even with the tests provided in section 2.2.1, it is often difficult to classify an NS conclusively and categorically.  It is therefore difficult to evaluate the results.  Future work should embed a system for interpreting NSs in an application which crucially relies on the correct interpretation; machine translation from English into a language that does not construct noun compounds would be a good candidate, as would a template-filling task, e.g. the Tipster data (Tipster 1993).  To embed SENS in such a system for the purpose of evaluating the results of SENS is outside the scope of this thesis.

The SENS classification schema proved to be comprehensive with respect to the NSs in the previous literature, but analyzing previously unseen NSs showed that it was lacking in at least one area.  In section 5.2, the five NSs (of the 224 previously unseen NSs) are presented which cannot be classified as one of the fourteen SENS classes; these are tree proportions, budget deficits and (package/plastics/shares) price.  These observations indicate that a ‘Whom/what is measured?’ relation needs to be included in the SENS classification schema.

The fact that only five NSs in the test corpora could not be classified within the SENS schema is encouraging, but it is not conclusive evidence to support the claim that a general schema is sufficient for interpreting NSs.  SENS only produces interpretations for NSs in isolation, i.e. without any access to context beyond the meanings of the nouns in the NS.  While it is a premise of SENS that the interpretation of an NS is always accounted for by SENS, it remains an open question what effect context has on the basic SENS interpretation.  Future research directions should include the analysis of NSs which are created by analogy to existing lexicalized NSs; for example, interpreting the NS compound yield by analogy to the NS compound interest (see section 5.2.2).  This work has already been proposed by Lieve de Wachter (personal communication).  Such interpretations can use the similarity between the heads and the modifiers to establish the correct relation.  

Further research should also include interpreting an NS based on an existing explicit relation between the modifier and the head noun found earlier in the text.  Two approaches seem promising for pursuing this direction.  First, there are statistical approaches which provide syntactic disambiguation of NS, i.e., which aim to bracket NSs of length greater than two (Lauer 1994 and Pustejovsky et al. 1993); if these approaches could not only determine that two nouns are correlated, but also how they are correlated, or which words correlate them, then new interpretations might be constructed.  Second, further exploration of the paragraph model proposed in Zadrozny and Jensen (1991) will provide explicit relations between two nouns that have appeared earlier in the text, and these relations could be used to construct context-dependent NS interpretations.

6.2 SENS: the rules

Second is the claim that a set of rules can be written which provide the most likely interpretation of an NS by testing the configuration of semantic information on both the modifier and head nouns.  From this follows the claim that there is a set of semantic features and attributes which are sufficient for the interpretation of NSs.  Just as the study of Case Grammar endeavors to discover the set of cases which are necessary and sufficient to describe the relations between the verb and its arguments at the clause level, this study has as one of its main goals the discovery of the semantic features and relations which are necessary to describe the relations between nouns at the noun phrase level.  For the level of NS interpretation provided by SENS, the following 27 semantic features and attributes are necessary:
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Figure 104.  Semantic features and attributed used in SENS

As we saw in Chapter 3, a particular semantic feature or attribute is tested in more than one rule, and so the mere presence or absence of that feature or attribute is not enough to determine which of the rules leads to the most likely interpretation.  For this reason, there is a weight associated with each rule.  If a rule tests only semantic features (which, in this thesis, are defined to have binary values), then the score for the rule is the same as the rule weight.  However, most rules test semantic attributes and then the score for the rule is the sum of the rule weight and the match weight.  The match weight indicates how closely the head or modifier noun is related to the value(s) of the semantic attribute being tested.  By summing the rule weight and the match weight, the rule scores in SENS reflect not only the configuration of semantic information, but also the degree to which there is a match between the nouns in the NS and the values of the semantic attributes.    

It is important that there are scores associated with the rules, especially for analyzing NSs in unrestricted text.  Given that the nouns in unrestricted text have not been sense-disambiguated, SENS must apply the rules to each of the senses of the head noun and to each of the senses of the modifier noun; for example, the highest scoring interpretation might have used semantic information from the first sense of the modifier noun and from the third sense of the head noun.  Processing multiple senses for each noun distinguishes SENS from the other computational algorithms for interpreting NSs, in which only one sense for each noun is available.  As mentioned in the discussion of Leonard’s algorithm, such systems can rely on rule ordering, rather than rule scores, only because there is one sense per noun and the rules only test the configuration of semantic information, and not the degree of matching.  

The set of rules and the matching procedure computed the highest score for the most likely interpretation for 84% of the training corpus and 55% of the test corpora.  This is much better than picking an interpretation at random; since three NS classes were never chosen, SENS has only a 1/11 chance (9%) of picking the most likely interpretation.  The SENS results are also considerably better than always picking the most frequent NS interpretation; ‘What for?’ is the best interpretation for 29% of the LOA corpus and ‘Whom/What?’ is the best interpretation for 21% of the WSJ corpus.

Analysis of the results shows that the largest category of errors is due to incorrect rule weight.  In the course of developing the rules based on the training corpus, NS interpretations would fall into and out of this category, as the weights of the rules and of the matching procedure were modified.  Even for the training corpus, SENS made errors in the category of incorrect rule weight because it was not possible to bias the weights towards the desired interpretation for some NSs without changing the scores for others.  For the test corpus, the percentage of errors in this category is much higher; 19% in the LOA corpus versus 10% in the WSJ corpus and 3% in the training corpus.

Future research should focus on a method for improving the rule scores; as mentioned above, we do need a scoring system for the system to handle multiple noun senses and to match the values of the semantic attribute.  Since the rule scores for SENS were assigned by hand, an interesting approach would be to assign probabilistic rule scores.  To compute these probabilities, a corpus of NSs which have been classified manually is needed; the training and test corpora for SENS constitute such a corpus.  The rule probability can be computed by counting the number of times the rule contributes the correct interpretation and the total number of times the rule succeeds.  The rule probabilities would then simply replace the heuristic rule weights.  If the statistically determined rule weights improve the results of the training and test corpora, then we would pursue that approach in extensions of the current work.

6.3 SESEMI: automatic identification of semantic relations

Third, and central to the thesis, is the claim that the semantic features and attributes SENS needs can be identified in and extracted from an on-line dictionary.  Since SENS aims to process unrestricted text, the semantic information accessed in the rules and matching procedure must be available for all these words.  Several projects attempt to provide this semantic information by hand, but either these projects do not offer the coverage for handing unrestricted text, e.g., the Cyc project (Lenat and Guha 1989), or they do not offer the semantic attributes needed by SENS for interpreting NSs, e.g., WordNet (Miller et al. 1990).  Given that it has proved very difficult and very time-consuming to handcode broad-coverage semantic information, we must turn to the largest resource of knowledge about words, i.e., dictionaries.

An interesting quality of the information that is available in dictionaries is that the definitions do not describe exhaustively the word being defined, nor do they describe words only in terms that strictly distinguish that word from others with the same hypernym.  Definitions only mention that which is salient, or typical, of the word being defined.  This makes definitions an interesting source of the verb(s) which are crucially related to a given noun, i.e., definitions identify the nouns as role nominals (Finin 1980).  Any noun can have a reference to a verb, but not every noun should be interpreted as a role nominal; definitions do provide an reliable indication of which nouns can be interpreted as role nominals.

The interpretations computed by SENS benefit greatly from access to this type of information, esp. the relation that holds between the noun and its related verb.  For example, given that SESEMI can identify the noun pad as an INSTRUMENT-FOR role nominal, with protect as its value, SENS can interpret the NS hip pad as ‘a pad which is for protecting the hips’.  To start with, all SENS interpretations are one of fourteen basic classes, but these interpretations can be enhanced with the verbs which are systematically associated with certain nouns.  The semantic relationships between the modifier and head noun can therefore no longer be characterized in terms of a finite list.  Enhancing NS interpretations with the related verbs approximates Downing’s observation that there seems to be an infinite number of relations that can hold between the nouns in an NS.

In order to acquire semantic information automatically, I developed SESEMI, a system for extracting semantic information.  SESEMI comprises a syntactic analysis of the definitions in an on-line dictionary and patterns which identify a set of semantic relations and their values on the basis of the syntactic analysis.  The semantic relations are either semantic features, which have binary values, or semantic attributes, which have either a simple word as their value or a word and a nested set of semantic relations.  

SESEMI uses a broad-coverage grammar, the Microsoft English Grammar (MEG), for providing the syntactic analysis of the definitions.  MEG has several characteristics which make it a good parser for analyzing definitions: MEG can handle ill-formed text, produce partial parses, and it is fast.  SESEMI differs from other systems for extracting semantic information automatically by making use a broad-coverage grammar, while most other systems have used a grammar designed to parse only one dictionary, typically LDOCE.  Using a broad-coverage grammar has the advantage that multiple dictionaries can be processed without much modification.  This is very important as the results in sections 5.1.5 and 5.2.2 show.  The results for SENS are based on the definitions in LDOCE alone, and as a learners’ dictionary, LDOCE lacks some of the more technical vocabulary necessary for processing the WSJ and, as a dictionary of British English, it lacks some American usage.  By including semantic information from AHD3, SENS could have computed the most likely interpretation for many more NSs.

The semantic information is identified by matching patterns to the syntactic analysis of each definition.  The patterns embody knowledge of which semantic relations are conveyed by certain recurring elements and constructions in the context of the dictionary.  By taking advantage of the expected structure and content of dictionaries as a specific text type, these patterns identify semantic relations in dictionary text that could not reliably be identified in free text without more semantic information.  These patterns are, however, general enough to identify semantic relations in any dictionary.

The lexical information that both MEG and the patterns have access to is very limited, and consequently, some of the desired semantic relations may be missing.  Without more semantic information, MEG can only produce syntactic analyses according to its default, right-attachment, strategy.  And without more semantic information, the patterns can only produce the default semantic relation given an ambiguous pattern, such as the preposition of which can indicate, i.a., MADE-OF or PART-OF.  A promising approach for future research is to identify semantic information by bootstrapping, i.e., in subsequent passes.  In the initial pass, only the hypernyms would be identified in each definition.  In subsequent passes, the hypernym, and other, information can be used both to correct the initial syntactic analysis, as well as allow the patterns to be more precise (Vanderwende 1995).

The results show that the right semantic features and attributes are provided by SESEMI for 92% of the training corpus and 86% of the test corpora.  Analysis of the errors caused by SESEMI indicates that in almost all cases the semantic information is available in the dictionary, but it is located in material beyond what SENS has access to, which is only the definitions of the modifier and head nouns and their hypernyms.  In addition to additional semantic information from AHD3, we identified two other sources of semantic information: example sentences and other definitions that mention the words in the NS.  This is an interesting result because it shows that although the information found in the definitions is sufficient for the task, the dictionaries are even richer sources of information than previously supposed.  Future work will focus on treating the dictionary more as a text corpus, while still taking advantage of the dictionary structure which partitions a definition into genus and differentiae, and of the recurring words and phrases which convey semantic relations in regular and predictable ways. 

The success of identifying automatically semantic information fulfills the most important goal of the thesis, since it represents the most significant contribution to the field of NLP.  The system for identifying semantic information automatically enables broad-coverage semantic processing, for which the data has not been available until now.

Appendix 1:  The NSs in the training corpus


Noun Sequence
highest scoring interpretation
eval
best interpretation
error type

1
abortion vote 
Who or what is vote about?
ok



2
accident report 
Who or what is report about?
ok



3
address text 
What kind of text is it?
ok



4
administration spokesmen 
What kind of spokesman is it?
ok



5
adventure story 
Who or what is story about?
ok



6
aid policies 
Who or what is policy about?
ok



7
aid program 
Who or what is program about?
ok



8
alligator shoe 
Who or what is shoed?
no
made of what?
sesemi

9
ankle injury 
Who or what is injured?
ok



10
apple cake 
What is cake made of?
ok



11
arson charges 
Who or what is charge about?
ok



12
baby crocodile 
What kind of crocodile is it?
ok



13
ball game 
What is the game for?
ok



14
banjo strings 
What kind of string is it?
ok



15
bank accounts 
What kind of account is it?
ok



16
bird cage 
What is the cage for?
ok



17
bird sanctuary 
What is the sanctuary for?
ok



18
boat ride 
Where is the ride?
ok



19
boy genius 
What kind of genius is it?
ok



20
brain surgery 
What is the surgery for?
no
whom/what?
seminfo

21
bronze statue 
What is statue made of?
ok



22
budget speech 
Who or what is speech about?
ok



23
burglary trial 
Who or what is judged?
ok



24
bus driver 
Who or what does the driver drive?
ok



25
business district 
What is the district for?
ok



26
Business relations 
Who or what is relation about?
ok



27
camera firms 
What causes firm?
no
whom/what?
seminfo

28
car repair 
Who or what is repaired?
ok



29
car theft 
Who or what is taken?
ok



30
car tracks 
What kind of track is it?
no
what causes it?
sesemi

31
care plan 
Who or what is showed?
ok



32
castle visitor 
Who or what does the visitor visit?
ok



33
cat scratch 
Who or what scratches?
ok



34
chocolate bar 
What kind of bar is it?
2
what kind of?
rule weight

35
cigarette war 
What is the war for?
ok



36
citizens committee 
What kind of committee is it?
2
what are its parts?
syntactic analysis

37
city council 
Whose is the council?
ok



38
city planner 
Who or what does the planner plan?
ok



39
coalition government 
Who or what is government about?
no
who/what?
seminfo

40
coffee man 
Who or what does the man make or do?
ok



41
College teachers 
Who or what does the teacher teach?
ok



42
colonialist powers 
Whose is the power?
ok



43
cooking fork 
What is the fork for?
ok



44
country visitor 
Who or what does the visitor visit?
ok



45
cow hair 
What kind of hair is it?
ok



46
daisy chain 
What are the parts of chain?
ok



47
danger point 
What kind of point is it?
2
what for?
match weight

48
department head 
What is the head for?
no
who/what?
rule weight

49
depression days 
When is the day?
ok



50
disaster flick 
What causes flick?
no
what about?
seminfo

51
disease germ 
What kind of germ is it?
2
what does it cause?
syntactic analysis

52
documentary series 
What are the parts of series?
ok



53
drill press 
What kind of press is it?
ok



54
drug death 
What causes death?
ok



55
drug killing 
What causes killing?
ok



56
duck foot 
What kind of foot is it?
ok



57
education bill 
Who or what is bill about?
ok



58
election year 
What is the year for?
ok



59
engine repair 
Who or what is repaired?
ok



60
family estate 
What is the estate for?
ok



61
fashion show 
Who or what is show about?
ok



62
flounder fish 
What kind of fish is it?
ok



63
fruit grower 
Who or what does the grower grow?
ok



64
fruit shop 
What is the shop for?
ok



65
fruit tree 
What are the parts of tree?
ok



66
fund drive 
What is the drive for?
ok



67
fund-raising dinner 
What is the dinner for?
ok



68
funeral bills 
Who or what is bill about?
2
what for?
rule weight

69
gin saws 
Who or what is sawed?
no
what is it part of?
seminfo

70
gold ring 
What is ring made of?
ok



71
government land 
Whose is the land?
ok



72
health institute 
What is the institute for?
ok



73
health plan 
Who or what is plan about?
ok



74
hedge hatchet 
What is the hatchet for?
ok



75
hip pads 
What is the pad for?
ok



76
history conference 
What is the conference about?
ok



77
holdup men 
Who or what does the man make or do?
ok



78
home instruction 
Where is the instruction?
ok



79
honey gland 
What is produced?
ok



80
horse doctor 
What kind of doctor is it?
no
whom/what?
syntactic analysis

81
hospital administrator 
Who or what does the administrator control?
ok



82
house painter 
Who or what does the painter paint?
ok



83
investment firms 
What causes firm?
no
whom/what?
seminfo

84
kennel puppy 
Where is the puppy?
ok



85
knee injury 
Where is the injury?
ok



86
lace gown 
What is the gown for?
2
made of what?
rule weight

87
law degree 
When is the degree?
no
what for?
seminfo

88
lawyer friend 
What kind of friend is it?
ok



89
league charter 
Who or what is chartered?
ok



90
lemon peel 
What kind of peel is it?
ok



91
license fees 
fee is like license
no
what for?
sesemi

92
market hog 
Where is the hog?
ok



93
mass trials 
Who or what is tried?
ok



94
meeting room 
What is the room for?
ok



95
morning lecture 
When is the lecture?
ok



96
morning prayer 
When is the prayer?
ok



97
mountain lodge 
Where is the lodge?
ok



98
music box 
What is the box for?
ok



99
night attack  
When is the attack?
ok



100
ocean fishing 
Who or what is fished?
ok



101
oil crisis 
crisis is like oil
no
what about?
seminfo

102
olive oil 
What is oil made of?
ok



103
option proposal 
Who or what is proposal about?
ok



104
organization leaders 
Who or what does the leader lead?
ok



105
paraffin cooker
cooker is like paraffin
ok



106
park lake 
Where is the lake?
ok



107
pearl headdress 
Whose is the headdress?
no
made of what?
syntactic analysis

108
pendulum clock 
What is the clock about?
no
what are its parts?
seminfo

109
period marks 
When is the mark?
no
what kind of?
seminfo

110
phone calls 
Who or what calls?
ok



111
pine tree 
What kind of tree is it?
ok



112
pipeline companies 
What is the company for?
ok



113
plastic book 
What is the book made of?
ok



114
police demonstrator 
Who or what does the demonstrator demonstrate?
ok



115
precinct judges 
Who or what does the judge give?
no
where?
seminfo

116
press report 
Who or what reports?
ok



117
prevention program 
Who or what is program about?
ok



118
price dispute 
Who or what is dispute about?
ok



119
priority item 
Where is the item?
ok



120
processing department 
What is the department for?
ok



121
profit squeeze 
Who or what is squeezed?
ok



122
railroad president 
Who or what is the president in charge of?
ok



123
raising event 
What is the event for?
ok



124
recovery movement 
What causes movement?
ok



125
refugee camp 
What is the camp for?
ok



126
repair man 
Who or what does the man make or do?
ok



127
Republican camp 
What is the camp for?
2
what are its parts?
rule weight

128
salary costs 
What is the cost for?
ok



129
sales law 
Who or what is law about?
ok



130
sand castle 
What is the castle made of?
ok



131
sap tree 
What are the parts of tree?
ok



132
school districts 
What is the district for?
ok



133
school superintendent 
Who or what is the superintendent in charge of?
ok



134
service office 
What is the office for?
ok



135
service word 
Who or what is word about?
ok



136
sex scandal 
Who or what is scandal about?
ok



137
shipping depot 
What is the depot for?
ok



138
shock therapy 
What causes therapy?
ok



139
slum clearance 
Where is the clearance?
ok



140
sports activity 
What kind of activity is it?
ok



141
sports magazine 
Who or what is magazine about?
ok



142
spring training 
When is the training?
ok



143
state funds 
Who or what is funded?
ok



144
steam turbines 
Who or what is changed?
ok



145
stone furniture 
What is the furniture made of?
ok



146
stone lion 
What is lion made of?
ok



147
stone wall 
What kind of wall is it?
no
made of what?
sesemi

148
student friend 
What kind of friend is it?
ok



149
sugar cake 
What kind of cake is it?
2
made of what?
seminfo

150
summer dust  
When is the dust?
ok



151
summer rain 
When is the rain?
ok



152
supper dance 
When is the dance?
ok



153
table decorations 
Who or what is decorated?
ok



154
tail surfaces 
Who or what is surface about?
2
what is it part of?
sesemi

155
tax authorities 
Who or what is authority about?
ok



156
tax bill 
Who or what is bill about?
ok



157
tax law 
Who or what is law about?
ok



158
tax proposals 
Who or what is proposal about?
ok



159
tax reform 
Who or what is reformed?
ok



160
teamsters union 
What is the union for?
ok



161
tear gas 
What does the gas cause?
ok



162
term jury 
When is the jury?
ok



163
throwing knife 
What is the knife for?
ok



164
trash removal 
Who or what is removed?
ok



165
truck driver 
Who or what does the driver drive?
ok



166
university policy 
Who or what is policy about?
ok



167
utility pole 
What is the pole for?
ok



168
variety stores 
What is the store for?
ok



169
vegetable market 
What is the market for?
ok



170
water program 
Who or what is program about?
ok



171
weekend duty 
When is the duty?
ok



Appendix 2:  The NSs in the LOA test corpus
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eval
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151
accent plant 
plant is like accent
no
what for?
seminfo

152
acid food 
What kind of food is it?
ok



153
air circulation 
What kind of circulation is it?
ok



154
baby foods 
Whose is the food?
2
what for?
rule weight

155
bell buttons 
When is the button?
no
what for?
rule weight

156
beverage stains 
What is the stain for?
no
what causes it?
seminfo

157
birch trees 
What kind of tree is it?
ok



158
body needs 
When is the need?
no
who/what?
rule weight

159
branch line 
Who or what is line about?
no
what are its part?
missing rule

160
Breast milk 
Who or what is milked?
2
what causes?
rule weight

161
brick sidewalks 
sidewalk is like brick
no
made of what?
sesemi

162
cabin roofs 
Who or what is built?
2
where?
match weight

163
cake flour 
What is the flour for?
ok



164
carbon filter 
What are the parts of filter?
ok



165
Charcoal briquettes 
What is briquette made of?
ok



166
cheese cloth 
What is the cloth for?
ok



167
clay soil 
What kind of soil is it?
ok



168
cleaning supplies 
What is the supply for?
ok



169
coffee rooms 
What is room made of?
no
what for?
seminfo

170
collision coverage 
What is the coverage for?
no
what for?
seminfo

171
construction stress 
What kind of stress is it?
no
what causes it?
match weight

172
control diets 
What causes diet?
ok



173
cooking time 
What is the time for?
ok



174
cream pies 
What is pie made of?
ok



175
credit life 
What is the life for?
no
whose? 
seminfo 

176
diet fads 
What is the fad for?
no
what about?
seminfo

177
eating habits 
What is the habit for?
ok



178
emergency situations 
What is the situation for?
no
what kind of?
match weight

179
energy intake 
What is the intake for?
ok



180
enzyme product 
What is product made of?
ok



181
estate value 
Who or what is value about?
2
whom/what?
rule weight

182
expiration dates 
Who or what is date about?
ok



183
family finances 
What is the finance for?
ok



184
fence posts 
Who or what is posted?
no
what is it part of?
seminfo

185
flood insurance 
Where is the insurance?
2
what for?
rule weight

186
flower color 
What is the color for?
no
what is it part of?
sesemi

187
food additives 
What kind of additive is it?
ok



188
fossil stratum
What is the stratum for?
ok



189
foundation plant 
What is the plant for?
no
what is it part of?
seminfo

190
freezer units 
Where is the unit?
no
what for?
sesemi

191
freezer wrap 
Where is the wrap?
no
what for?
seminfo

192
freezing compartment 
What is the compartment for?
ok



193
fungus diseases 
What causes disease?
ok



194
future wants 
When is the want?
ok



195
gluten flour 
What are the parts of flour?
ok



196
Hair analysis 
analysis is like hair
no
whom/what?
seminfo

197
herb garden 
What is the garden for?
ok



198
home garden 
Where is the garden?
ok



199
ice chest 
Where is the chest?
no
what for?
sesemi

200
installment agreements 
Who or what is had?
no
what about?
rule weight

201
insurance claim 
What kind of claim is it?
ok



202
insurance companies 
What is the company for?
ok



203
landscape needs 
Who or what is need about?
no
who/what?
rule weight

204
landscape planning 
Who or what is planed?
ok



205
levee system 
Where is the system?
no
what are its parts?
missing rule

206
lint filter 
What is filter made of?
2
what for?
rule weight

207
metal lids 
What is lid made of?
ok



208
milk production 
Who or what is production about?
2
whom/what?
rule weight

209
nut pastes 
How?
ok



210
operators manual 
Who or what manuals?
2
whose?
rule weight

211
oxygen bleach 
What causes bleach?
ok



212
package directions 
What is the direction for?
ok



213
paper towels 
What is towel made of?
ok



214
party foods 
Whose is the food?
2
what for?
rule weight

215
planting mixture 
What is the mixture for?
ok



216
plastic wrap 
What kind of wrap is it?
ok



217
polish remover 
Who or what is removed?
ok



218
pork roasts 
What kind of roast is it?
ok



219
potato aphid 
Where is the aphid?
ok



220 
race problem 
Where is the problem?
no
what about?
rule weight

221
removal materials 
What is the material for?
no
what does it cause?
seminfo

222
Renters insurance 
What is the insurance for?
ok



223
root development 
What is the development for?
no
who/what?
rule weight

224
root growth 
Who or what grows?
ok



225
rubbing alcohol 
What is the alcohol for?
ok



226
safety symbol 
symbol is like safety
no
what for?
missing rule

227
sales people 
Who or what do people make or do?
ok



228
salt shaker 
What is shaker made of?
no
what for?
rule weight

229
service records 
Who or what is record about?
ok



230
shovel blade 
What kind of blade is it?
ok



231
shower head 
What kind of head is it?
2
what is it part of?
rule weight

232
signal word 
What kind of word is it?
ok



233
soaking water 
What is the water for?
ok



234
soap curd 
curd is like soap
no
what is it part of?
seminfo

235
soil level 
What is the level for?
ok



236
soil line 
What is the line for? / Where?
ok



237
soil temperatures 
What kind of temperature is it?/ Where?
ok



238
spot remover 
Who or what is removed?
ok



239
spring foliage 
When is the foliage?
ok



240
storage container 
Where is the container?
2
what for?
rule weight

241
storage life 
Where is the life?
no
whose?
rule weight

242
stove top 
What kind of top is it?
ok



243
sugar icing 
What are the parts of icing?
ok



244
summer plants 
When is the plant?
ok



245
tank cover 
Who or what is cover about?
2
whom/what?/where?
rule weight

246
thawing time 
What is the time for?
ok



247
tree proportions 
What is the proportion for?
no
?
missing class

248
tree service 
What are the parts of service?
2
whom/what?
match weight

249
upholstery fabrics 
What is the fabric for?
no
what kind of?
missing rule

250
urine stain 
What is the stain for?
no
what causes it?
seminfo

251
vanilla extract 
Who or what is extracted?
2
made of what?
rule weight

252
weather conditions 
What kind of condition is it?
ok



253
window panes 
Where is the pane?
no
what is it part of?
seminfo 

254
winter sun 
When is the sun?
ok
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255
abortion rights 
Who or what is righted?
no
what about?
missing rule

256
ad industry 
industry is like ad
no
whom/what?
seminfo

257
ad spenders 
Who or what does the spender spend?
no
what for?
seminfo

258
air service 
Where is the service?
ok



259
airplane mechanics 
Who or what is mechanics about?
no
whom/what?
missing rule

260
animation celluloids 
celluloid is like animation
no
what kind of?
seminfo

261
appropriations bill 
Who or what is bill about?
ok



262
area officials 
Who or what does the official work?
ok



263
asbestos fiber 
What is fiber made of?
ok



264
asset values 
What kind of value is it?
ok



265
auction house 
What is the house for?
ok



266
bankruptcy case 
Who or what is case about?
ok



267
bankruptcy protection 
Who or what does the protection protect?
ok



268
barber shops 
What is the shop for?
ok



269
board approval 
Who or what approves?
ok



270
bond offering 
Who or what is offering about?
no
whom/what?
rule weight

271
bone loss 
Who or what is lost?
ok



272
bran cereals 
What is cereal made of?
ok



273 
branch offices 
What is the office for?
no
what are its parts?
missing rule

274
budget deficits 
deficit is like budget
no
what about?
missing class

275
business center 
Where is the center?
no
what kind is it?
seminfo

276
capital criteria 
Who or what is criterion about?
ok



277
card shark 
What kind of shark is it?
no
what with?
seminfo

278
cash assistance 
assistance is like cash
no
what with?
missing rule

279
cash dividends 
What kind of dividend is it?
ok



280
cash squeeze 
What causes squeeze?
ok



281
chemicals concern 
What kind of concern is it?
no
whom/what?
seminfo

282
closing costs 
What is the cost for?
ok



283
college experiences 
Where is the experience?
ok



284
company officials 
Who or what does the official work?
no
where?
match weight

285
compound yield 
Where is the yield?
no
?
seminfo

286
compromise proposal 
Who or what is proposal about?
ok



287
computer systems 
system is like computer
no
what are its parts?
missing rule

288
country funds 
Whose is the fund?
ok



289
credit instruments 
What is the instrument for?
ok



290
creditors group 
What are the parts of group?
ok



291
currency markets 
What is the market for?
ok



292
development program 
Who or what is program about?
ok



293
door locks 
What is the lock for?
ok



294
drug problem 
What is problem made of?
no 
what about?
missing rule

295
engineering industries 
What is the industry for?
no
what kind of?
seminfo

296
exchange collateral 
Where is the collateral?
2
what for?
rule weight

297
futures index 
Who or what is indexed?
ok



298
Futures prices 
Who or what is priced?
ok



299
government officials 
What kind of official is it?
ok



300
holder approval 
Who or what approves?
ok



301
home improvement 
Where is the improvement?
ok



302
income taxation 
What kind of taxation is it?
2
whom/what?
rule weight

303
industry observers 
Who or what does the observer observe?
ok



304
insurance issues 
Who or what is issued?
ok



305
insurance program 
Who or what is program about?
ok



306
intelligence chiefs 
Who or what does the chief  in charge of?
ok



307
interest rates 
Measure ??
ok



308
investment bank 
What is the bank for?
ok



309
investment flows 
What is the flow for?
no
who/what?
missing rule

310
investment strategies 
Who or what is strategy about?
ok



311
job security 
Who or what is security about?
no
who/what?
missing rule

312
journalism convention 
convention is like journalism
no
what about?
sesemi

313
labor market 
What is the market for?
ok



314
listing requirements 
What is the requirement for?
ok



315
luxury items 
item is like luxury
no
what kind of?
match weight

316
magnet technique 
Whose is the technique?
no
what with?
seminfo

317
majority position 
What is the position for?
no
whose?
missing rule

318
marble fountains 
What is the fountain for?
no
made of what?
seminfo

319
margin requirements 
Where is the requirement?
2
whom/what?
rule weight

320
market conditions 
Where is the condition?
ok



321
market division 
What kind of division is it?
ok



322
market emergencies 
Where is the emergency?
ok



323
market gyrations 
Where is the gyration?
no
who/what?
seminfo

324
ministry spokesman 
Who or what does the spokesman represent?
ok



325
model year 
What is the year for?
no
what kind of?
missing rule

326  
money managers 
How?
2
whom/what?
rule weight

327
newsprint business 
What is the business for?
ok



328
oil company 
What is the company for?
no
whom/what?
seminfo

329
operating officer 
Who or what does the officer hold?
2
what is it in charge of?
rule weight

330
option contracts 
What is the contract for?
ok



331
package price 
Where is the price?
no
?
missing class

332
paint factory 
What is the factory for?
ok



333
paper concern 
What is concern made of?
2
whom/what?
rule weight

334
planning process 
What is the process for?
ok



335
Plant lovers 
Who or what does the lover keen?
ok



336
plastics prices 
price is like plastics
no
?
missing class

337
practice products 
Where is the product?
no
what for?
seminfo

338
price moves 
Who or what is moved?
no
who/what?
missing rule

339
product development 
What is the development for?
no
whom/what?
rule weight

340
radio broadcasts 
Who or what is broadcasted?
ok



341
rating concern 
What is the concern for?
ok



342
research director 
Who or what does the director direct?
ok

 

343
research engineers
Who or what does the engineer plan?
ok



344
rule changes
What kind of change is it?
no
whom/what?
match weight

345
school clothes 
When is the clothes?
no
what for?
seminfo

346
seafood operations 
Who or what is operation about?
no
whom/what?
seminfo

347
securities firms 
Who or what does the firm supply?
no
whom/what?
seminfo

348
seed crop 
What kind of crop is it?
ok



349
sell programs 
Who or what is program about?
ok



350
selling bids 
Who or what is bid about?
2
what for?
rule weight

351
semiconductor maker 
Who or what does the maker make?
ok



352
services division 
What kind of division is it?
ok



353
services outlet 
What is the outlet for?
no
whom/what?
seminfo

354
share prices 
price is like share
no
?
missing class

355
sleep deprivation 
When is the deprivation?
no
whom/what?
seminfo

356
spending bills 
Who or what is bill about?
ok



357
steel exports 
What is export made of?
no
whom/what?
match weight

358
surplus capacity 
capacity is like surplus
no
what kind of?
match weight

359
survey committee 
Where is the committee?
no
what for?
sesemi

360
takeover front 
What kind of front is it?
ok



361
takeover game 
Who or what is game about?
ok



362
tax benefit 
What is the benefit for?
ok



363
technology flow 
What is the flow for?
no
who/what?
missing rule

364
technology issues 
Who or what is issued?
ok



365
television operations 
Who or what is operation about?
no
whom/what?
seminfo

366
trade group 
What are the parts of group?
ok



367
trading company 
What is the company for?
ok



368
trading volume 
What is the volume for?
2
what are its part?
 
rule weight

369
transportation bill 
When is the bill?
2
what about?
rule weight

370
union leaders 
Who or what does the leader lead?
ok



371
vendor deliveries 
Who or what delivers?
ok



372
venture project 
Who or what is project about?
ok



373
voting interest 
How?
no
what about?
rule weight

374
wage issue 
Who or what is issued?
no
what about?
missing rule
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�The algorithm and classification schema in Chapter 3 appeared as ‘SENS: The System for Evaluating Noun Sequences’ in Jensen et al. (1993).  Parts of sections 3.1.4 and 3.3.4 appeared as ‘Algorithm for automatic interpretation of noun sequences’ (Vanderwende 1994).


�Passages from an earlier version of chapter 4 have already appeared in Montemagni and Vanderwende (1992).  The approach described in the article was first developed for English as part of this dissertation, and later adopted in a system for extracting semantic information from Italian on-line dictionaries (further described in Montemagni 1992).  Section 4.5 appeared earlier as ‘Ambiguity in the acquisition of lexical information’ (Vanderwende 1995).


�Apparent counterexamples to this are compounds such as pickpocket and  tiptoe.  All of these examples are written as a single word, however, and so are not within the scope of SENS.  The NS gold leaf (Jespersen, 1954, p.146) is the only example of an NS for which the first noun is the head and the second noun is the modifier, but there is an entry in Longman Dictionary of Contemporary English (LDOCE) for gold leaf and so it is not handled by SENS.


�In this thesis, I will indicate the source dictionary texts using these abbreviations in parentheses: L = LDOCE, A3 = American Heritage Dictionary, Third Edition, W7 = Webster’s Seventh New Collegiate Dictionary; part of speech, n = noun and v = verb; if there is more than one sense listed for the entry, that sense number will be noted, otherwise the sense number will be omitted.


�See chapter 2.3.2.2 for a brief discussion of how Locative NSs are ambiguous.


�Since copulative compounds are limited to country/district names, all that is required to identify a noun sequence as a member of this class is a good list of country and district names.


�The bahuvrihi compounds are the ‘pars pro toto’ compounds, where a piece stands for the whole, as in red-coat where red-coat stands for the person who is wearing the red coat.


�See smith (AH n, 1): “a metalworker, especially one who works metal when it is hot and malleable”.


�This set of generalized verbs was reduced by Levi (1978) to a set of 9 relations.


�  Levi describes not only sequences of two nouns separated by a space (i.e. NSs as they are defined for this thesis), but also those connected by a hyphen and those not separated by a space, and even NSs with a non-predicating adjective.  The modifier electrical in the NS electrical engineer is a non-predicating adjective given that the meaning of the NS cannot be conveyed by a paraphrase in the form of a relative clause: an engineer that is electrical.


�This idea is not new; Jespersen says the following: “Compounds express a relation between two objects or notions, but say nothing of the way in which the relation is to be understood.  That must be inferred from the context or otherwise.  Theoretically, this leaves room for a large number of different interpretations of one and the same compound, but in practice ambiguity is as a rule avoided” (Jespersen, 1942, p.137).


�It is not clear that “subject” and “object” should be included as semantic classes, but this figure follows Levi (1978).


�Leonard developed the lexicon to account for the NSs in her corpus and the covert verbs send and convey were chosen by hand, rather than derived from a corpus or from dictionary definitions.  In fact, many verbs can be associated with the noun message, e.g., encode, scramble, transmit.


�These wh-questions are only intended to be useful for humans to classify the NSs.  We will see in Chapter 3 that SENS analyzes an NS by testing semantic features and attributes of the head and modifier nouns in the NS.


�For example, see the definitions of induce (L v,2b), arrive (L v,3), and neonate (L n,1).


�The question and answer, formulated with the verb associated with the head noun, is: What is the sancturary for? the sanctuary is for protecting birds.


�It is redundant unless the sentence is construed as providing a definition of the noun sequence.


�Locative noun sequences such as “field mouse” where the head noun is movable, are an exception because a mouse does not necessarily cease being a “field mouse” when it is in the city.


�For those predicates which are bi-directional, 1 indicates that the relation should be read from head noun to modifier (e.g. HAS1 “apple cake” is a cake that has apples) and 2 indicates that the relation should be read from modifier to head noun (e.g. HAS2 “government land” is the land that the government has).


�While most of the NS classes in this comparison are taken from Jespersen’s subclassification of final determinatives, I have included the appositional class as well because it can be compared to the classes used in other studies.  Jespersen’s reduplicative, copulative, bahuvrihi and noun compounds with prepositions have been omitted from this overview.


�NSs in Downing’s Occupation class are classified by SENS as ‘Whom/what?’ NSs.  See Chapter 3, section 3.1.3.2, for a more detailed discussion of these NSs.


�The syntactic analysis of an NS identifies the first noun in an NS as a modifier and the second noun as the head.  To the extent that word order is in fact important, we can say that the syntax has constrained the number of possible interpretations; however, syntax offers no further constraints.


�The values of all these semantic features and attributes have been extracted automatically by SESEMI from an on-line dictionary (see Chapter 4).  


�The overall score of the rule is the addition of the rule weight (in this case, 5) to the weight returned by the matching procedure, which can be no lower than 2; thus, the overall score for Rule A will therefore always be as high as or higher than the score of 7 for Rule B (which does not use the matching procedure.)


�This feature is taken from the LDOCE subject codes directly.


�It is not important whether the noun is derived from the verb, or vice versa.


�Only very rarely is the value of the BY-MEANS-OF attribute itself +HUMAN or +ANIMAL, and typically this is due to an error in SESEMI.  The patterns by which lexicographers have expressed the BY-MEANS-OF attribute consistently point to non-animate entities, without such consistency being enforced.


�Any NS which has a locative head noun will have a default ‘What for?’ interpretation; see figure �= whatfortable�28�.


�  The attribute of person, namely wealthy, is important, but is not used by SENS.


�Number and group are in the class of mensural classifiers.  According to Lyons, ‘a mensural classifier is one which individuates in terms of quantity’ (Lyons 1977, p.463).  Other examples of mensural classifiers are: pound, pint, and lump.


�There is in fact also MADE-INTO relation between clay and pottery, given that clay is MADE-INTO pots, and pottery has a HYPERNYM pot.  As we will see in section 3.1.4, connections that make use of HYPERNYM are less likely than a direct connection such as that between clay and pottery through the MADE-OF attribute of pottery.


�In this definition, mouse has a LOCATED-AT attribute with two values, house and field:  mouse  (L n,1):  ‘any of several types of small furry animal with a long tail, rather like a small rat, that lives in houses and in fields’


�cage (L n,1):  ‘a framework of wires or bars in which animals or birds may be kept or carried’


�This semantic network is shown for illustration purposes only.  Deverbal-head rules are applied when the scores computed by the head-based and modifier-based rules are all less than a certain threshold, which is 8 in this implementation of SENS.  The ‘What is the location for?’ interpretation established by a head-based rule has a score of 8, and so this ‘Whom / What?’ rule would not actually be applied.


�The ‘What is the location for?’ interpretation of bird cage was also described earlier in section 3.1.3.10.


�In SENS, the head-based ‘What is the location for?’ rule provides the interpretation of council house, which can be paraphrased as: ‘a house which is the location for (the purpose of) a council to meet’.  The relevant senses of council and house are:


council (L n): ‘a group of people appointed or elected to make laws, rules, or decisions, for a town, church, etc., or to give advice’


house (L n,10): ‘a place where people meet for a certain purpose’


�Even more rarely, a definition may be formulated as more than one sentence.  See, for example, the definition of ruler (L n,2): ‘a long narrow flat piece of hard material with straight edges. It is marked with inches or CENTIMETREs, and used for measuring things or for drawing straight lines’.


� Some modifications to the patterns, though not to MEG, would be necessary to handle definitions in the Collins English Dictionary (COBUILD).  Most dictionaries, including LDOCE, formulate a definition as a phrase which can substitute for the word being defined.  COBUILD formulates a definition as a description of how the word is used, typically as a complete sentence rather than as a phrase.  Compare the following definitions of abacus in LDOCE and COBUILD:


abacus (L n): ‘a frame holding wires on which small balls can be moved, used for teaching children how to count, or, esp. in eastern countries, for calculating’.


abacus (COBUILD n): ‘An abacus is a frame holding rods with sliding beads on them.  It is used in some eastern countries for counting and in other countries for teaching children to count’.


�Heads are indicated by asterisks in the MEG parse tree.


�We have seen in Chapter 3 that the rules for interpreting NSs treat the value of the PURPOSE relation as if it were associated not only with the LOCATION-OF relation, but also directly with the headword, in this case market.  The choice to be made is whether to represent the semantic information in the definition as faithfully as possible or whether to allow the semantic frames to represent the inferences that the interpretation rules will require.  I chose the former so that the representation of semantic information will remain constant while the inferences required may change. 


�There is another application of NOUN-ARGS to PP5, but this only returns the value of the Head, fur, because there is no Coords attribute or post-modifier.


�Since the attributes Head, Psmods, and Parent are obvious in the tree representation, I have not presented the record structure each time these attributes were accessed.


�See Vanderwende (1995) for another description of the two-pass approach.


�The program for collecting the NSs in the Brown Corpus identified the last NS in a sentence and extracted only the head and the modifier noun preceding the head.  From the NSs extracted in this way, every 76th was chosen for a random sample of the appropriate size.  I am very grateful to Diana Peterson for writing this program for me.


�The definition of bar (L n,10a) specifies that it is a room where alcoholic drinks are sold.  SESEMI currently does not extract any information from the adjectival pre-modifiers of a noun, and so the fact that the drinks being sold are alcoholic is lost.  Preserving the adjective information would cause the first SENS interpretation of chocolate bar to score less high, given that chocolate is a drink, but not an alcoholic drink.


�Other groups of tightly connected words through which an indirect match is allowed are {someone people person} and {goods property item thing}.


�Most dictionaries attempt to order the senses according to frequency.


�For a more detailed description of the multiple-pass approach to acquiring semantic information, see Vanderwende (1995).


�Some of the MATERIAL relations identified for covering are: [covering] �symbol 174 \f "Symbol"�� (MATERIAL) �symbol 174 \f "Symbol"�� [cloth], and, [covering] �symbol 174 \f "Symbol"�� (MATERIAL) �symbol 174 \f "Symbol"�� [bast].  These relations are derived from the definitions: 


cloth (L n,1):  ‘material made from wool, hair, cotton, etc., by weaving, and used for making garments, coverings, etc.’


bast (L n,1):  ‘the inner skin, ..., used for making floor-coverings, baskets, etc.’


�In Pustejovsky’s notion of qualia structure (Pustejovsky et al 1993), the LDOCE definition emphasizes the AGENTIVE role of cake (L n,1), i.e. its origin or way in which it was created.  The AHD3 definition of cake (A3 n,1) emphasizes the CONSTITUENCY role of cake.


�The three classes for which SENS never produced an analysis are: ‘What is it part of?’, ‘What with?’ and ‘What does it cause?’.  In LOA, there are eight NSs which should have been analyzed as ‘What is it part of?’ and in WSJ, there are three NSs which should have been analyzed as ‘What with?’.  In neither of the test corpora was there a ‘What does it cause?’ NS.


�SENS computes a ‘What about?’ interpretation because one of the hypernyms of production, namely show, satisfies the test for the ‘What about?’ rule, namely, that the verb has a MEANS attribute with word as its value.  The relevant definitions of production and show are:


production (L n,1):  ‘the act of showing (something), esp. to an official person’


show (L v,6):  ‘to explain; make clear to (someone) by words or esp. actions; demonstrate’


�The interpretations of the NSs in the training and test corpora used in this thesis would provide a good basis for such a corpus.


�The five NSs which have been categorized as missing semantic information and could have been interpreted with AHD3 are: animation celluloids, business center, services outlet, sleep deprivation, and card shark.


�The seven NSs whose head noun is, or is related to, the noun firm are: engineering industries, chemicals concern, oil company, seafood operations, securities firms, television operations, and ad industry.


�The example sentence for gyration (A3 n,2b) is ‘increased volatility and unprecedented gyrations in interest rates’.  If SESEMI could identify interest rates as the SUBJECT-OF gyrate, then some semantic connection could be found to support a ‘Who/what gyrates?’ interpretation of market gyration.  We have not yet investigated how to identify the SUBJECT-OF relation conveyed by a PP with in as the preposition.


�The best interpretation of trading volume is the MEASURE-OF relation, discussed in section 5.3, similar to tree proportions and package price.
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