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Andreas:
All right, this is the second part of today's lecture, November 24, 2008, on Identity.  We'll start this part by each of us having reflected for a couple of minutes about what insights you got on the first half of today's lecture.  Who wants to go first and share with us what they thought was important for the first part.  What I'll do is type it out here and project it.  You can focus on creating content and I'll focus on making sure that you actually have it.
Male:
I thought it very interesting, the things we've been talking about.  I don't feel like we've come to a definitive conclusion but this idea of identity is kind of a coherence of data points that exist in a certain way, and how that might be in conflict with some established thoughts about identity, at least for me, it would be.

Andreas:
So, identity as consistent behavior, or is it the difference, not being a native speaker, between consistent and coherent?
Male:
I'm biased toward the word coherent because of some epistemic background to it.  I don't know if there is a big different really.

Andreas:
And contrasting coherent behavior to "name, date of birth".

Male:
You brought up an interesting point about identity you create and identity that's observed.  I think you worded it differently - identity that's perceived and identity that you had formed.
Male:
I guess it was the concept of is identity a construct of the person who observes it?  You have some more thoughts on that.

Male:
My concept of it was that identity is constructed both from a societal standpoint and from your own, but then you laid out this framework of entities and then attributes attached to those entities. I feel like that's a much more clear way to think of it.  You can stack on your own attributes that you self identify with, and also society can give you attributes.  I feel like that's a clearer framework than societal definitions.

Andreas:
Can you actually say this so I can write it as one line?

Male:
Entities and attributes are the two defining characteristics of identities.

Female:
I think one of the most interesting things was the last point about identity as currency.  One of the things I understand is the attention economy.  I guess that's not been a big leap to think about attention as you pass it around, as being a very powerful form of currency, but now I'm seeing that being more closely tied into identity as currency.
Male:
I would like to comment on that.  I also thought the point you made about anonymity raising the minimum worth you would want to get out of Craig's List, particularly, but it's a very concrete version of anonymity being worth a particular, actual amount of currency, or not worth it.
Male:
An anonymity premium.  

Andreas:
Absolutely, in a risk/reward tradeoff framework, by absorbing risk, I pay money or I pay money so somebody else absorbs my risk.  This perfectly explains why, by being anonymous, the risk is higher for the counter party.  I have to pay more.  That's very good.

Male:
The things I wrote down were this notion that anonymity is not sustainable in large communities; there is identity decadence, as communities get larger and older.  Issues of identity become more and more problematic.  We saw that in a couple of ways.  Anonymity was one, and the Facebook intrusions that you were predicting was the other – identity rot.

Andreas:
That's not to be confused with rottenneighbors.com.

Male:
Is identityrot.com taken?  

Male:
Maybe it would be interesting to look at anonymity versus physical identity on a continuum.  

Male:
That's sort of the four stages where it would be like four points on that.

Male:
You could almost argue that …

Male:
So, it's anonymity term-structure on anonymity.

Male:
Anonymity within small communities, you kind of know that the only way somebody got into that community, even though it's anonymous, was by going through certain criteria.  Therefore, it's not a hundred percent anonymous.

Male:
This is related to identity being the sum total of your attributes.  One of your attributes is that you're able to get in, that partially sets you…

Male:
Right, it's not one hundred percent anonymous but …

Female:
identityrot.com is…
Male:
It seems to me that it's similar as what …

Andreas:
Could you speak up?  I'm sitting next to the projector and sometimes it's difficult to hear.

Male:
I was saying that it's very similar to how some people say "security through obscurity".  Since it's a small community, the very fact of getting into it required a certain knowledge and pre-existing process, and that gives you some keys or markers on who you are, how you got to that place.  It's been used like to dump a file onto a file server where you don't really know the URL, but it's there.  It can be accessed.  It's supposed to secure enough.

Andreas:
[6:51.2 unclear] actually told me about ten years ago that this zero knowledge thing, it's a Canadian company that makes sure no government can… does somebody know what I'm talking about?
Brad:
There are several zero knowledge systems for mass scaling all sorts of different things.

Male:
What does zero knowledge mean?

Brad:
Zero knowledge means you don't leak information about what you're doing as you're doing it, in all sorts of constructs.  It's sort of a basic computer science…
Male:
Radial point is the zero knowledge…

Brad:
There's a bunch of – have you guys heard about Tor?  It's a system for masking your tracks through the internet.  It's the open source, secure version.

Andreas:
There used to be an anonymizer.com ten years ago or something like that.
Brad:
Right, this is a more secure version of this.  It uses what's called [7:52.8 unclear] security.  

Female:
It's called the onion router…

Male:
It's also P-to-P, so you participate in masking other people.  You are an anonymous mask.  You can be identified but only as part of a mask.  

Matt:
Everybody becomes a proxy server for everybody else.  That's interesting.  I have this concept of community crawling.  Some websites don't like you to crawl them, Craig's List being one of them.  How can they stop if everybody is crawling?  Peer-to-Peer crawling.

Male:
I'm sure somebody has written this thing on [8:30.2 unclear] because it allows to go through …

Male:
In fact there are people you see [8:34.5 unclear] for this stuff.  You might as well use Yahoo's IP addresses.
Andreas:
It turns out that earlier this year, in my last quarter, I think every single problem that I posed for the students to work on violated Yahoo's, Craig's List, eBay's privacy – Facebook.  You get used to [8:54.7 unclear].
Male:
All that means is that people are writing terms of use that are no longer applicable.

Andreas:
One very interesting question that is kind of related to the identity question is on Facebook, and I think it's a good open question; you can click on your friends and see their status.  You can see whether they're in a relationship or it's complicated and stuff like this.  But, if you do this problematically, through the API, you can't.  One question here is where Facebook said, "For a certain element of sensitive information, we need some human to sit there and click.  We don't want to have a computer emulate a human click."

Matt:
Craig's List has the same terms for submitting listings.  The terms are that you can't use a robot to submit listings.  It actually has to be a person sitting there doing it.

Brad:
What's the penalty for violating that?

Matt:
Removing the listings.

Brad:
But, their terms of service says they can remove listings for any reason or for no reason.

Matt:
But it could still – we could have a whole conversation about terms of service.  Everybody's terms of service starts off with "We can do whatever we want without letting you know," and then it goes into all these reasons why they could do something.

Brad:
My lawyerly brain says it's not worth worrying about it too much.  People will do what they do and companies will respond how they respond.  You're not creating …

Matt:
What's important is what kind of behavior are they allowing?  I think with Facebook, it's identity information is available to other users who want to learn about the identity of somebody.  

Brad:
When you say allowing, you mean allowing technologically, not legalistically, not via their terms of use, but …
10:48.1

Matt:
You may not be able to enforce anything technologically, but clearly, they want a system that is really for people and not a system to be data mined.

Brad:
So they do things like Andreas was saying.  They make things visible but not API-able.  

Andreas:
What we will see, if I try a prediction here, is that the same thing that happened on Wall Street, namely, that smart people write better systems, have better data, and make the money.  It used to be that you needed to show up in person to do certain transactions.  Now, it's actually the distance in the collocation facility between you and something else that determines, because the speed of light is finite, whether you get to make this trade or whether you are following the other guy and price has already changed.
Brad:
I haven't seen anyone lose a deal due to the speed of light.

Andreas:
Mark Mueller told me that one.  It's really amazing how technology now has sort of physical limits – speed of light – on Wall Street.


Are there any other insights?  

Male:
I wanted to add one.  The comment came up about knowing you by your friends and using the social graph to determine identity.  

Andreas:
I think that was a very big one.  One of the things I teach at HAAS is recommender systems in the business school.  I am a deep believer.  There are papers written about this by now, that it is basically an order of magnitude more likely that you'll click on something if it came via a friend.  There is no question; recommendations that come through friends are much more believable, more selective, than just generic recommendations.


For me, using your social graph is also a verification of who you are.  It's basically the same story repeated.  I'm a big believer, as I said, in the first class.  Before we talked about the consumer data revolution, we talked about the three sets of data, which then led to the consumer data revolution that is essentially shifts in expectations.  


The first set was implicit data, snooping up the digital exhaust.  The second one was explicit data about myself.  The third one was data about my friends, the relationships.  It's not about the nodes, but about the arcs.  

Male:
I was interested in the fact that we talked about how identity does not need to be [13:38.1 unclear] to the individual.  As on a need to know basis, it needs to be resolved as much as needed and no more.  I thought that was really interesting.
Andreas:
Yes, and I couldn't agree more.  You see, historically, where things came from, if all you had to show your identity was your passport, that was the one unique point of truth or whatever you call it, one point of what we had.  Now, it might totally suffice that we can prove we were all in the same room today.  If I draw random numbers out of ten digits, without replacement, and give each of you a random number and remember which numbers I drew, it suffices for each of you to identify yourself as having been in today's class.  Yet, I have no way of backing out who is going to write the complaint to the dean about the class.  You know what I mean?  If I print out ten random numbers, ten digits each, and each of you pulls one out of it, if [14:3.9 unclear name] gets the list, these are the ten numbers that prove that people were in class, she can say, "Was this guy really in class?  Yes, he was," but I have no way of penalizing you by saying you were a [14:55.8 unclear].

There are interesting arguments that came out of IBM Research, of distributed keys.  You could specify that at least three of you need to be present to unlock some secret.  If only two, let alone one, it doesn't suffice.  Actually, there is interesting crypto stuff.  I am surprised that not more of it has come to bear in the real world, but as [15:23.9 unclear] PGP, where people just don't want to go through the extra work of encrypting their messages.
Brad:
You and I talked before about a lot of these protection algorithms were around and no one would use them because the cost of using them didn't justify the value for almost every transaction that normal people have with the internet.  People don't know whether their secure websites are really secure.  They don't know whether the certificates that they're reading, if that certificate comes back and says, "I'm invalid," people will click through anyway.  There are so many false positives.  There are all sorts of examples of security not being set up to be usable for people.

Andreas:
Two and a half years ago, there was a conference in Germany called Digital Life Design.  People at the conference were interviewed about what they think, in the space of Digital Life Design, to be happening ten years from now.  There was one answer that I recall vividly, by Dr. Brad [16:29.5 Gugelstein?].  He said that there will be some very major privacy incidents and that will change the way people actually think about their data.  Do you remember saying that?
Brad:
I remember saying that, but I think I was wrong.  We've had several …

Andreas:
[16:49.7 over speak/laughter].
Brad:
We've had tremendously major security …

Andreas:
And, people don't realize it.  That's what I don't understand.  As you gave the examples, people get murdered every day by letting people check out their sofa, or whatever you said.  

Matt:
But, I think the key always goes back to economics.  What are you willing to risk?  
Brad:
People don't have a clear idea what their risks are.  You can measure what the probability of an individual's identity theft in the United States is, and how much they're likely …

Matt:
Whether somebody can really measure that thing in their head, or whether people just take into account and have some personal measure of what that's worth to them.
Brad:
Can people make [17:29.4 unclear]?  Do people have any desire to make economically rational decisions based on [17:34.5 unclear/bell toll], I'm sure.  
Male:
People aren't rational?

Brad:
Rationally irrational, what was the term?

Andreas:
Predictably irrational.

Male:
You need to listen to RadioLab, the WNYC public radio.  It's an hour-long show where they focus on some sort of sciency concept and they interview a bunch of academics about it.  The one from last week was about decision-making.  There was a lot of stuff in there, just some anecdotes there that people's natural risk/reward ratio is 2 to 1.  If you ask… they call that stuff in there, and preconditioning people before they make decisions, and all the stuff you can measure.

Brad:
It changes their risk behavior.

Male:
It's a great radio show.

Male:
I have one more thing.

Brad:
Sorry, go ahead.  It's going to take me a minute.

Matt:
I think I've spotted this 'catch 22' with system design, asking about the relationship between transparency and anonymity.  What you were talking about with Craig's List, there is this rot.  As the community grows bigger, there is this critical mass of anonymity where it opens up for exploits.  If the community was transparent and they did have to divulge their entire identity, like [19:03.3 unclear] was saying, often times you just have to give the bare minimum and that's enough to identify you.  There is some opacity in that.  It opens the room for exploits.  Does anyone get what I'm trying to get at here, how systems that aren't transparent have more anonymity to them and are more exploitable.  

Male:
Less transparency is more anonymous and more exploited.  
19:32.4

Male:
Systems can be really anonymous, but still be transparent.  I think the difference is really in what you're defining to be anonymous.  I believe anonymity could be not being able to trace it back to a bot or a person, but it is perfectly fine in an anonymous system to be able to trace the bot, the history of the bot, whereas a truly anonymous system would only be a critical-based transaction system.  There is no history and no connection between two actions that a bot could…

Brad:
Sounds like what Andreas would call 'pseudonymity' is the notion that there is a persistent entity, it's just doesn't correspond necessarily with a human being.
Male:
Which is what we term anonymity as in Wikipedia, as most of the other systems that claim to be anonymous but they do keep histories.

Andreas:
Even anonymity at Craig's List needs, I'm saying for the third time now and I feel like a broken cup, but time is a key component here.  

Male:
Broken record

Andreas:
Broken record, in Germany it's crocks.  The time scale, whether the identity, the token, is good for a day or the duration of an ad, and then they're null, or whether it is of the timescale of someone's life, or whether it's for the four years you are at Berkeley.  I think time is a key ingredient here, which might span that.
Female:
You mentioned something before the break about the Twitter post with you, saying we're going to start late.  That should expire.  I don't necessarily agree with that.  I think we don't know what's relevant.  We're at a point where it's so cheap to keep data, I think we need to be potentially better about organizing it and stuff, but I'm of the mindset to keep everything.  You don't know what's going to be useful.  I could conceive of a situation where "I had something to eat on that day that he said class was at 3:45," you know what I mean?  Why not keep it.

Andreas:
But, we did relevance two weeks ago.  The purpose is really that, for me the question is of what to keep and what to chuck, but the question is how can we entice people to create metadata.  That was last class when you decided to get married instead of coming to class.

Female:
I came to that one.  Was that two weeks ago?

Andreas:
Last class we were talking about data.  By the way, I am working with somebody now.  All the transcripts are up.  You can look at it.  It's forty pages each half class we produce here.  It's pretty amazing how much the random stuff I'm saying is, once you write it up.  (

I want to do the following.  [22:31.0 unclear].  There is for those of you who like audio, on weigend.com/blog, a ten minute conversation I had with him, after his tenth birthday party for the [22:44.2 unclear] Manifesto.  If you want to listen to someone for ten minutes, it's weigend.com/blog.  It's maybe just [22:51.3 unclear] podcast.  

What I want to show you here is from the recent past, there was an identity workshop in Mountain View.  I am not quite sure how good my connectivity is here.  I know I want to show you minute 17:20.  It starts here.  It says loading.  I guess we have to wait.  Did I do this right, it's trying to jump somewhere and let's hope for the best.  It doesn't allow me to skip ahead.  Is that how it works?  This is where I want to be.  
Male:
Maybe it's still buffering.

Andreas:
It's still looking for it.

Brad:
I would get a horse.

Andreas:
Get a horse, okay.  That's one of those things for things, given the cloud, just another point here.  People's attitude with data, you can actually say there are three generations of people.  Now it's just confusing; it's running while I'm speaking.  There is the generation of our parents, or something like this, where people didn't really have much in terms of data.  

Then there is the generation of maybe the three of us sitting in the front of the room, where we are used to our data sitting around in our 'box'.  Our box means, when I was teaching at NYU ten years ago, a friend of ours, Mike Fellows, that box got backed up at some work station or class at some work station, every night, to tape.  In the bigger picture, it sits where I have access.  

What I've found by talking to people, for instance, in the class at Stanford, is that they don't have this notion about their data sitting anywhere where they are anymore.  It is out there in the cloud.  If you're lucky, you can access it.  If you're not lucky, you find another way to get to your friends' phone number.  Phone numbers is an example.  I have my Outlook.  I keep it up to date.  I sync it with my BlackBerry every day versus maybe you look it up on Facebook or Plaxo or something.  If it's still there, we call him.  If it's not there, too bad.


Is that a reasonable distinction, no data, data in the box, data in the cloud, which resonates with you?

Male:
I wish it were more like that, more up in the cloud.  I feel like in the modern age, that's how it should be for me, but very often, the data is on my computer.  My hard drive died recently and that caused problems.  I thought, "This is such an antiquated problem.  It should be backed up in six different places I could access at any moment".

Andreas:
One of Brad's sayings when I was at Sun Microsystems visiting him in the early 1990's was, "Andreas, how many hours of the work are you willing to lose?"  I said, "Half an hour," and he said, "Okay, that's how often you backup".  I will send you the link.  It's not worth trying to get eighteen minutes of video to get to where we are.  [26:06.4 unclear name], or you can just jot down the link here, is the socialweb.tv and it's something that came probably last week.
Brad:
I have a question.  Do you have a feeling that by putting that information out in the cloud, you would have privacy concerns, or is the value of having it in the cloud great enough that you would be willing to let it live out there, outside of your control?

Male:
I don't think I'm an important enough person to have a lot of privacy concerns.

Male:
I have exactly those feelings, that the data makes sense to me, in the [26:45.1 unclear] way that I've figured it out, but I don't see why other people wouldn't make sense of it.  Even if they do, I'm happy that they are.  As for advertisers, they're trying to do whatever they're trying to do and I want to believe that I would not be buying stuff just because they looked at ten more files that I created.  They already know enough.
Andreas:
Oh, they know so little.  Here, I beg to disagree.  If the advertisers just knew more, they would beg me much less.  Here it shows you have not been to the previous classes.  I think it is that people, all these interrupts we have way underestimated their costs, are because people think they can sell something to us that we know we would never buy from them.  We still have to deal with the interrupt.  

Two things I want to get through in the remaining twenty minutes.  One is I want to briefly discuss with you the predictions which [28:05.2 unclear] I made at this show in Scandinavia a year ago, pretty much to the date.  Here were the predictions that we came up with.  

One is the pseudonym as identity that we are creating today will very likely be with us for decades.  Any thoughts?

Brad:
So, those porn sites and things you create pseudonym activity, those are going to be around when you have grandchildren.

Andreas:
If I ever have grandchildren, they will be around when I have grandchildren, yes.  You mean, where you act on the port sites, or where you view the porn sites?
Brad:
You simply create a pseudonym identity.
Andreas:
Yes, although they are more relevant things than what you do on a porn site.  What do others think, not about Brad's point but…?

Male:
Just the fact that it's recorded and data is there, or the fact that someone can look it up and go, "This is tied with this person, my grandfather," something like that?

29:19.9

Andreas:
I think what David had in mind here was that he says the pseudonyms we create now will, at some stage, be linked – which is probably a different point, actually.  Even as pseudonyms without the linking, will be there forever.  If you make yourself a MySpace profile, with certain attributes, your grandchildren will be able to find that profile.  I think that's probably a better example because you actually voluntarily reveal something about that pseudonym, which you probably don't do at porn sites. 

Brad:
Here's something else, information you voluntarily disclose to a limited community has a small probability of leaking outside that community over time.  If there are a lot of identities, and they stay on for a long time, the probability of leakage that you didn't foresee and didn't want becomes higher and higher, and gradually certain.  If you voluntarily restrict a piece of information, for example, your Facebook profile or your MySpace profile, or your Google identity, or your credit card purchase stream, it will find its way into hands you didn't expect it to, or predict that it would find its way into, over a long period of time, with something approaching certainty, to be dramatic.
Matt:
I think that's right.   I think people have come to believe that if you create an identity online, it's there permanently.  The storage costs are nothing.  But, it's the linkage…

Andreas:
The power to find it – the key thing is not only that storage is free.  But, AI gets better and better.

Matt:
That's where you get into the linkages.  Even you brought up RapLeaf as an example.  We did an evaluation of RapLeaf a couple of months ago.  All of us sat in a room and typed in all of our email addressed into RapLeaf.  What RapLeaf does is it comes back and says, "This address is connected to through this one and this one," and there were very mixed results.  In a lot of cases, people thought, "Gee, there's my Friendster account.  I haven't logged into Friendster since 2001".
Female:
How do you spell it, what's the URL?

Andreas:
rapleaf.com

Matt:
It's sort of a fig leaf crossed with rap sheet.  

Brad:
Oh – my  God!

Matt: 
I knew Warren when he was trying to come up with a name for it.  It's interesting.  I think that's the thing that's hard for people to understand and predict.  It's like these virtual identities or pseudo-identities that people create when they're playing games, in virtual worlds, multiple identities people have on MySpace and increasingly on Facebook, multiple email addresses.  I don't think people realize how, over time, all those things can be connected.  In a way, it's as you said, over time, with more powerful AI agents out there doing it, it's inevitable.  

Brad:
I'm not thinking about more powerful AI agents, I'm thinking about Google loses a disk or one of these credit card fiascos or government agency.  The number of episodes that occur that can leak information permanently are huge.  They're not related to technological breakthroughs, they're simply related to social engineering issues.
Matt:
Or human mistakes

Brad:
Human mistakes, the leakage happens not by flaws in the system, but flaws in people.  This is why you think the information you put out there is innocuous to almost everyone, until you find out someone in India, who has your exact same name, commits a crime.  They start subpoenaing your records.  The only reason you're involved in that entire legal proceeding is because your data is in the Web, the cloud.

Matt:
How many people remember when AOL released search history?  It's the same thing.  It was anonymized, but if you looked at history, you could tie those together.

Andreas:
Your homework for today, because that perfectly fits here, Cynthia Dwork, is a researcher at Microsoft Research.  I want you to come up with a couple of good examples from their research that really scares you.  The point is the [34:26.7 unclear] Institute has a video of her or you can just look at her webpage.  I'm also happy to post that information.  She's very easy to find.  By the way, the way I met her was we were both looking for a cab after a conference in San Diego.  We were both late for the same flight.  We had this negotiation here, "Is this your cab, is it my cab?  I learned, in New York," and "Oh, please, where may I give you a ride to?"  We became friends.  

She has very scary examples on what all can be backed out of totally innocent data, like "Here's what I contributed to IMDB.  Here is my NetFlicks …"
Brad:
That's a right conclusion, it really is.

Andreas:
It is.  Eighty percent of the anonymous people who were given records out at the [35:30.0 unclear] competition are identified.

Brad:
The problem is you can get into trouble, even if it's not accurate.  Your presence in the cloud is enough to pull you into problems, not accurate data.

Andreas:
I just lost track.  I thought we were saying before that.

Brad:
You said you had twenty more minutes to cover.

Andreas:
I know what I'm doing, but I want to go to a couple of scenarios.  I already brought up the scenarios.  Where were we before I talked about Cynthia?  It was search history.  Prior to search history what was it before?

Male:
You had a list of five.  We were up to five.  We were up to one, pseudonym is …
Male:
It was a list of outcomes from some meeting.

Andreas:
Okay, David wrote a book called Privacy Lost, which came out last year.  He is just a smart guy.  He is now finishing a book on identity theft.  This is the world he lives in.  


The second one is identity will become property, able to be passed on to others as part of an estate.  That's an interesting point.

Male:
That's already happening in virtual games.

Andreas:
Virtual games is a beautiful example.  Kids in Thailand – the Thai government shutting down, throttling their capacity to prevent its children to become illiterate, meaning to make money in games and then sell those identities to people with more money. 

The third one is many people will be able to share [37:01.9 single?] identity, swapping it like a time-share.  


The fourth one, I love it.  This comes from a guy who grew up, went to Monterrey and stuff like this; there is no computer security and there never will be – nothing secure.

Brad:
I totally agree.

Andreas:
Totally agree.  I think we all agree, but we don't act like it.  I don't act that way.

Female:
There are three points about this.  I know these are maybe meant to be negative things, but these are really…reality check.  These are very exciting things to me.  There are three reasons.  One is because I think they will help shatter barriers that don't actually exist, that people think exist, and it will foster more closeness.  People think they have these identities and they have a wall between you and me.  I think that is detrimental to humanity in general.  I think that will help disillusion people of false things.


Two, this is exciting because it will be with us for decades.  I think that's awesome.  I want a record of myself.  I want to know.  I want my grandchildren to know that.  I want accuracy and a reflection of who I was.  What better way to do that but through facts and trails?


Third is relevancy.  I want companies to know as much about me as possible so they can only tell me what's most relevant.  I want my friends to know so they will not send me the stupid links that I don't actually care about.  This is exciting to me.

Andreas:
Good

Matt:
 A lot of this is powerful and positive when it's equally applied across everybody.  When it's unequally applied across people, then it's just the people with all of their identity that's out there, that is perhaps open to scrutinizing.
Female:
Someone has to go first.

Brad:
It's also a problem in the presence of coercive governments.  It's a problem.

Matt:
But, if it's out there for everybody, it's more difficult to coerce.  People talk about their MySpace accounts and stuff being evaluated for job interviews.  You know what?  If everybody has a MySpace account and everybody had pictures of them being drunk in college and high school, then it's going to be hard for you to say, "I'm not going to hire somebody".

On the other hand, when you have people who are making decisions, who don't have those accounts out there, and who live in a world where they're actions aren't recorded or haven't been recorded, it creates an imbalance.  I think it's interesting to see where society is today.  I think it's in the transition period.  The people, like myself, who are old and don't have all that stuff out there, if we're sometimes making decisions about hiring people and stuff, it's easy for us to call into question what somebody's done in the past.

Brad:
Over time you would develop this notion that pictures of someone drunk in high school, everyone has them so I can't use that as a meter.  The other thing you would have to say is if I see a picture of someone in a compromising position, it's highly likely that I can't make a decision based on that because it's not real.  That's another thing that we are not there yet.

40:05.5

Andreas:
In the book, David has a chapter on synthetic porn.  Apparently, it's easy to put people's faces on other people.  What do you do, if the man you thought was going to be your husband who [40:22 unclear] all kinds of things, has this – it's not really a good recording of it, but you think it's him.  Big trouble, so who actually proves whether it was correct?

I want to run you through a few things that I got from a scenario-printing workshop, which happened last month.  People believe that a few percent discount have ninety-plus percent of all U.S. consumers opt-in to have continuous data gathering about whatever they do.

Brad:
These are hypothetical?

Andreas:
Hypothetic, it's not predictions, it's things for you to think about with identity.  Reframing it, what discount would I need to promise to you, whether I do it or not, or whether I raise your costs if you don't give me this, what [41:14.0 unclear] do?  What percentage would give [41:16.9 unclear] for that?

Quick reactions of people are welcome.  Any quick reaction?  Don't read everything on the screen because I just really wanted to show you a few of them.  Quick reaction in regards to discount?  I think it makes total sense.  People are willing to give up only privacy and identity for very little in return.

Matt:
They do these studies where you offer a candy bar if they tell you their password.  Everyone says, "Oh yeah, sure".

Brad:
I guess it depends whether it's the password to your bank account or to your Facebook profile.  

Andreas:
Which of them is more…

Brad:
I agree, who knows.

Andreas:
Second, in this case, of the hopes one might have is that ID brokers, like AXIOM – who is the person here who said he…
Female:
He's not here anymore.

Andreas:
He's not here, okay.  As we know, AXIOM is one of the – did anybody ever send in the five bucks to see what AXIOM knows about you?  They didn't care about you; they cared about the money they made from vendors.  At some stage, probably to not get blocked by users, they have to have some user-centric, customer-centric view.  What that mean, we don't know.  Having been at All State last week for consulting, I really think that companies of that – All State is a big company in the United States.  It's an insurance company.  They actually do think about what value they can provide to users.  


For instance, if they take care of your digital assets, not just of your house, but of whatever you have, mp3's of your grandchildren, how can they improve the relationship that now is more of an adversarial relationship?

The third point is a very interesting one.  Users of biometric ID's, my finger print, my big toe print, my retinal scan, my DNA on my ID, have lower transaction risks and transaction fees than if you have a limited revelation ID.  If I go to the airport, they have this clear channel that I [43:50.3 unclear] did not apply for.  The clear channel is where you give away all the information and that way you reduce the wait time from eighteen minutes to 7.3 minutes.  Maybe, if it's from eighteen minutes to one minute, maybe if they increased to eighteen minutes to ten hours, at some stage there will be a tradeoff where we say, "Hey, here is all my information but please don't waste my time anymore".  Any thoughts?

Matt:
Another little anecdote, that RadioLab show, talking about decision-making, they talked about the loyalty system that's employed by Harrah's Casinos.  They track what everybody's spending limit is before they quit, through those loyalty cards on the slot machines.  They know the dollar amount somebody's going to spend, on average, before they walk out.  

What they do is let's say your limit is seventy dollars.  As soon as you hit sixty or sixty-five, they send somebody on the floor to come and say hi to you.  "Hey, how are you doing?  Thank you for visiting Harrah's.  On behalf of Harrah's, we would like to give you a ten dollar gift card to visit our restaurant".  

What is does is reset people's expectations about how much they can lose.  It's this entire dispatch system.  It sounds like air-traffic control.  They played these guys sitting in the room.  "Someone on slot machine 54 in the blue zone, offer them number 32.  Their name is Lisa Romero," and somebody picks up and goes.  It doesn't just extend their playing by tend dollars.  

It resets where that person is and what their risk limit is.  Even if you say it's a ten percent discount we'll give if you give all of your identity information away, it may be less than that.  It may be a one-time thing that resets people's cost of what they're willing to give up in order to have that benefit.
Andreas:
Can you send me the link about that radio show?  That would be great.  I think there's lots of interesting stuff there.


That was a super interesting one.  Next one here, anonymity – when we went to the library, I don't think anybody knew who I was, although, at this party I mentioned last weekend, a student of mine from 1997 at NYU came up to me.  There goes the anonymity at a party.  Anonymity in the public place like coffee shops has been totally destroyed by cheap and portable face-recognition tools.  I think we are all almost there.  

Think about 9/11 which was seven years ago, how people's picture at the ATM machine got tracked back after the fact.  The U.K.'s leading face recognition survey and stuff like this.  What do you think about this?  If we go to Starbucks somewhere, you show up.  "You always like your mocha, Dr. Weigend, not too hot.  Would you like to have two shots today?"  Tradeoffs in everything, I don't have to spew it out again.  They don't make mistakes.  They actually may start making my mocha as I am driving into the parking lot, given that I have recognition not only of my face but also of my car.
Brad:
This is not saying, when you talked about passive identity voyeurism, you' re not talking about government cameras everywhere taking pictures of you, but rather, your laptop is able to recognize everyone else in the room.  Everyone's computer will be saying that the names and zip codes of everyone around them.

Andreas:
Or, her camera in her computer and my camera in my computer will just take pictures.  We manage to put together a much more complete network of our location behavior.
Brad:
There was an episode last year, in New York City, where a set of video tapes taken from surveillance cameras were stolen out of a police station.  They weren't secured.  It was a huge scandal because now nobody knows what people are doing with these reams of public place's information and what processing they're doing on it.

Andreas:
Didn't some rapper take some surveillance cameras and make a song out of it?

Male:
Yeah, or I'm not sure if this is what your referring to.  There was one short movie made entirely from the watch cameras in the U.K.  
Andreas:
Yes, I saw that somewhere and forgot the details.

Male:
I saw it somewhere a couple of weeks ago.  I did come across this U.K. movie.

Male:
I think it's interesting just as a psychological point, that this idea of facial recognition and Starbucks knowing who I am scares me in this fundamental way, even though you were asking before about putting all my data in the cloud and how I'm not scared.  I don't think I'm that important, and yet, this idea that once it comes to the face-to-face realm, once someone can see me and attach me to that, that does scare me.  I'm not entirely sure why.

Andreas:
Is it the searchability that we can now enter your name and then suddenly that comes up?  Facebook pictures are good examples.  Somebody tagged somebody who I think not even remotely looked like me in a picture.  My friend, [unclear name], sent me an email saying, "Andreas, please tell me that's not true," and the guy was wearing some sign in Chinese.  I can't read Chinese correctly.  The guy was wearing some sign with Chinese characters and [50:00.3 unclear name] of course speaks Chinese.  I emailed the guy who tagged me and asked, "What are you doing," and he apologized for that, it was just a mistake.  That was interesting.  Who knows what that sign said?  
50:15.0

Brad:
What were we talking about, we were talking about Facebook, tagging them … just randomly tagged Andreas' name.
Andreas:
I think the guy just simply made a mistake.  I know the guy who made the tagging and it wasn't me in the picture.  He probably scrolled down one name too many or something.  Here, it's interesting that now people say, "Show me all the pictures of Andreas on Facebook".  I'm not even sure what's out there.  

hat would be one of the examples where we have automated ways where either the computers for face recognition, or people through their attention and tagging and crowd sourcing, help create a much more detailed image about what you do, where you are, or whatever else, than people would ever be able to do if they didn't have the computerized search.

In closing, in 1986, in Germany, that was the height of [51:09.8 Bider? Meinhoff?], the people were sponsored by East Germany and killed the President of Deutsche Bank and blew up various and sundry buildings.  There was a big discussion on whether people should have machine-readable ID's.  It was a very big discussion.  

Half of the population said if things are machine readable, the police would be able to, much faster, find out if there is an aggregation of people, who those people are and use it against innocent citizens who happen to be there.  On the other hand, you had the other side who said there is no way of preventing Germany getting blown up if we manually need to write down each name, address, ID card.  

How far have we come in those twenty-two years since, where there is no question about it, as we walk through with our mobile phones, there are clear, necessary ways that the base station knows where I am.  Otherwise, my phone wouldn't be ringing if my phone didn't broadcast, "here I am".  

It is pretty amazing for me how the question I have for identity in that part of the world, which once only [52:28.0 unclear] namely, the Earth gets connected.  That's what happened the last twenty-five years.  It wasn't connected and it will never be unconnected again.

The notion of identity has so dramatically changed that in retrospect you probably think, "What's he talking about, in telling us about a conversation that happened twenty-two years ago somewhere else?  Half the population said, 'We don't want to have ID cards a computer can read'". 
Matt:
It's hard for people to make big decisions.  I think it's the razor and razorblade analogy.  If you sold a razor for thirty dollars and had razorblades that cost almost nothing, it would be hard to convince the people to buy the razor.  On the other hand, if you sell the razor for a dollar and then charge a couple of dollars for each razorblade you have to buy some time in the future, people will slowly spend the money over time.  It's human nature; it's hard to make big, significant decisions.

Andreas:
I think that's also a property of people in the United States.  If you think about mortgages, in China I had to put down at least thirty percent.  Everybody has to put down about thirty percent of the house they buy.  Here, some people manage to put down less.


Credit card debt in the United States, when we did the work that the Shanghai Credit Commission in December, 2001, was more credit card debt alone, than the entire savings at the second largest bank in the world, ICBC.  It is that Americans tend to discount the future more.  
Brad:
That's a recent phenomenon.  

Andreas:
Yes, ten or twenty years or something like this.  Apparently, thirty years ago, people needed – talking social graph, needed to go with somebody when they applied for credit somewhere, showing they were related to that person and that person said, "Yes, if he doesn't pay back you can grab my house," or something like that.

Male:
We still do this [52:42.6 unclear] like bank accounts are made through personal connections, as far as I know.
Brad:
In the United States, the next two or three years, will go back to that.  Consider the last twenty an anomaly.

Male:
It's good for commerce, not personally but generally, it seems to me, if you have a customer that has a lot of credit and people do really care about having credit.
Brad:
It's good until it's not.

Andreas:
We are five minutes over time.  Who are the two people who I can send today's notes to and trust they will produce a decent Wiki by Wednesday or Thursday?  


Thank you.  Next week is Relationships.  It is a continuum how you move from data, data portability.  Actually, I need to discuss this week's homework at the beginning of next week's class.  Data portability, identity to relationships.  I think you pretty much see the trajectory.  Thank you very much, and thank you very much Matt and Brad, for coming to class today.

Happy Thanksgiving and see you next Monday.
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